
ICIC Express Letters
Part B: Applications ICIC International c⃝2024 ISSN 2185-2766
Volume 15, Number 4, April 2024 pp. 345–355

ENHANCING CLOUD SECURITY AND PERFORMANCE
THROUGH VM-LOGGER ASSIGNMENT OPTIMIZATION

Surapong Wiriya1, Winai Wongthai1,2,∗, Thanathorn Phoka1,2

Nattapon Kumyaito1, Kittiphop Mahawan3 and Pornpimon Boriwan4

1Department of Computer Science and Information Technology
2Research Center for Academic Excellence in Nonlinear Analysis and Optimization

Faculty of Science
Naresuan University

99 Moo 9, Thapo Sub-District, Muang District, Phitsanulok 65000, Thailand
{ surapongw58; thanathornp; nattaponk }@nu.ac.th

∗Corresponding author: winaiw@nu.ac.th

3Department of Computer Education
Faculty of Education

Phranakhon Si Ayutthaya Rajabhat University
Phranakhon Si Ayutthaya 13000, Thailand

mkittiphop@aru.ac.th

4Department of Mathematics
Faculty of Science

Khon Kaen University
Khon Kaen 40002, Thailand

pornpimon@kku.ac.th

Received July 2023; accepted September 2023

Abstract. In this work, we address the challenging “VM-logger assignment problem”
in the context of large-scale computer systems that require the efficient assignment of
loggers to monitor virtual machines (VMs). To tackle this problem, we propose a math-
ematical model formulated as a constrained optimization problem with the primary goal
of maximizing the number of workload-free loggers. The constraints involve each VM’s
security and performance level requirements, as well as the workload of the associated
logger. Our model assigns each VM to a single logger, while a logger can oversee any
number of VMs, as long as the constraints are met. Initially, we implement a random
approach to solve the optimization problem. However, this approach proves to be inade-
quate in finding an assignment that satisfies the constraints when they are too restrictive.
To overcome this challenge, we propose relaxing these restrictions by transforming the
constraints of the original optimization problem into penalties on the objective function
of a new unconstrained optimization problem. The solutions derived from the uncon-
strained optimization problem may not satisfy the original constraints. However, in our
VM-logger assignment problem, these solutions have minimal impact on the overall VM-
logger system or customer satisfaction. This research article presents a comprehensive
overview of the problem, the proposed mathematical model, the relaxation of constraints,
and the implications of our approach on the VM-logger assignment system and customer
satisfaction.
Keywords: Optimization, Virtual machine, Logging system, Cloud computing

1. Introduction. Cloud computing has emerged as a transformative technology in the
field of information technology (IT), leveraging virtualization technology for efficient da-
ta storage and processing [1, 2]. As a type of Infrastructure as a Service (IaaS), cloud
computing provides virtual machines (VMs) to customers using services such as Amazon
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Elastic Compute Cloud [3]. With applications in various sectors, including government,
education, and medical trials, the global public cloud service market is projected to grow
by approximately 18.8% in 2022, valued at roughly $490 billion [4]. Consequently, or-
ganizations aim to enhance efficiency, security, and service availability while reducing
costs.
One of the critical concerns in IaaS cloud computing is security [5]. The Cloud Security

Alliance (CSA) has published numerous reports on IaaS cloud security threats, empha-
sizing the need for robust security measures [6]. Logging systems play a crucial role in
mitigating security concerns by monitoring incidents occurring within a customer’s IaaS
VM, such as unauthorized access or changes to a customer’s file in a disk of the VM [7].
As the logging system becomes more active, CPU and RAM usage estimates increase, ne-
cessitating efficient resource allocation. To prevent compromising system or application
performance, it is advisable to maintain CPU traffic demand at 80% or higher [8].
Optimization techniques have been employed in cloud research to enhance efficiency.

Numerous studies have explored various aspects of cloud optimization, such as maximize
resource utilization, minimize energy consumption, communication cost and security [9],
optimal solutions for cloud resource usage [10], virtual machine allocation to the task using
an optimization method [11], the use of optimization strategies to address issues such as
unbalanced load or low VM resource utilization [12], and to achieve optimal resource
allocation and minimize the total runtime of requested services in cloud computing [13].
It can be observed that optimization in the cloud primarily focuses on resource allocation,
such as CPU, RAM, hard disk, and tasks. However, one area that remains unexplored is
the VM-logger assignment problem.
In this work, we aim to bridge this gap by introducing a method for addressing the

VM-logger assignment problem to benefit both service providers and cloud service users.
By examining the appropriate assignment of VMs to loggers, we can further optimize
cloud computing resources, enhance security, and improve overall system performance.
The VM-logger assignment problem involves efficiently allocating loggers to VMs while

considering the constraints and requirements of each VM and logger. Our proposed
method seeks to maximize the number of workload-free loggers while ensuring the con-
straints involving each VM’s security and performance level requirements, as well as the
workload of the associated logger, are met. Addressing this problem effectively will lead
to better resource utilization, reduced costs, and improved customer satisfaction.
To tackle the VM-logger assignment problem, we propose a mathematical model for-

mulated as a constrained optimization problem. Our model assigns each VM to a single
logger, while a logger can oversee any number of VMs, as long as the constraints are met.
The solutions derived from this optimization problem may not satisfy the original con-
straints, leading to suboptimal results. To overcome this challenge, we propose relaxing
these restrictions by transforming the constraints of the original optimization problem
into penalties on the objective function of a new unconstrained optimization problem.
By addressing the VM-logger assignment problem, we contribute to the growing body

of research on cloud optimization and security. Our findings have implications for cloud
service providers, who can use the proposed method to optimize their resource allocation,
resulting in enhanced security, improved system performance, and reduced costs. Further-
more, our research will benefit cloud service users, who can expect better performance
and security from their VMs in an optimized environment.
Research gaps and contributions: The main contribution of this paper lies in

addressing the VM-logger assignment problem. A shortcoming in earlier works (such as
[7, 14, 15, 16, 17]) is that their logging systems were limited to detecting processes within
a single virtual machine, leading to reduced efficiency. And the logging system increases
CPU and RAM usage when using multiple logging systems for VMs. To enhance efficien-
cy, a logging system ought to be capable of monitoring processes across multiple virtual
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machines, which would, in turn, decrease CPU and RAM usage for the provider, allow-
ing the system to operate at full capacity. To tackle the VM-logger assignment problem
and achieve optimized resource allocation for both the provider and the customer, an
appropriate process for determining the optimal assignment is utilized, ensuring that the
computer can work at maximum efficiency. We need to find a solution to maximize the
number of workload-free loggers while ensuring the constraints involving each VM’s securi-
ty and performance level requirements. We propose a mathematical model for VM-logger
assignment optimization, along with an example.

2. Background.

2.1. Infrastructure as a Service cloud architecture. Figure 1 illustrates the archi-
tectures of both IaaS cloud and logging systems. These architectures are adapted from
our previous work [18, 19]. In Figure 1, the white boxes represent the primary elements
of the IaaS architecture, namely the hypervisor, dom0, hw0, domU, hwU, disk0, diskU,
and memU. Components ending with ‘0’ indicate physical ownership and management by
the IaaS provider, while those ending with ‘U’ denote virtual ownership and management
by the cloud customer.

Figure 1. Infrastructure as a Service cloud architecture and logging sys-
tem architecture, adapted from [18, 19]

The hypervisor, depicted by box number 2 in Figure 1, is software that enables a phys-
ical computer to accommodate multiple VMs. The top-left box, dom0 or domain 0, serves
as the manager for all VMs created by customers. During system booting, the hypervisor
launches dom0, which is also a VM and has exclusive access and control over hw0 and all
customer-created VMs, or domUs. The bottom box in Figure 1, hw0, represents all the
physical hardware managed by dom0.

The top-right white box corresponds to domU, or the user domain, which is a customer-
created VM that runs on the hypervisor. DomU is an IaaS cloud product provided by
the IaaS provider to the customer. HwU, physically located in hw0, represents the virtual
hardware of domU. Although it is physically owned and managed by dom0 or the provider,
it is virtually owned and managed by the domU owner or the IaaS customer. Disk0
represents the physical disk of dom0, while diskU is the virtual disk of domU. Finally,
memU is the virtual main memory of domU.

2.2. Logging system. A logging system operates by utilizing a logger to monitor a
domU. In this context, we will refer to a domU as a VM and a dom0 as a host VM. One
logger can monitor multiple VMs.

A logging system can log incidents occurring in a customer’s IaaS VM, such as who has
access to or what transpires with a customer file in a VM’s disk [7, 18]. A logging system
can consist of a logging process and a log file [20]. In this paper, we will refer to the
logging process as a logger. The system architecture of the logging system is derived from
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our previous work [18, 19] and is also depicted in Figure 1. The box inside the domU in
Figure 1 represents the read process. For the purposes of the experiment, we assume that
this process could potentially be controlled by an attacker. As a result, the attacker could
maliciously read a sensitive file, such as s.txt, belonging to an IaaS customer in diskU, as
illustrated by the document shape within the diskU. The read mem in memU represents a
reserve memory space for the read process provided by the OS hosting this process. The
white box in the dom0 is LibVMI, the new name for XenAccess [21]. It is a C library
installed in the dom0 that can access read mem in memU to detect the malicious activity
of the read process, which is reading s.txt.
From Figure 1, the three working steps of the logger are represented by the circles

numbered 1 to 3. In Step 1, the logger in the dom0 calls LibVMI to access memU to
obtain the logging data from read mem (Step 2). This data includes i) the file name
of s.txt or the string “s.txt” and ii) the process ID of the read process. Then, LibVMI
accesses memU to obtain this data in read mem. Subsequently, it returns the obtained
data to the logger. Finally, the logger processes the data and writes (in Step 3) the data
into the log file.

2.3. Optimization in cloud computing. The optimization process is a critical aspect
of developing a system that operates with maximum efficiency [22]. It involves the uti-
lization of an algorithm to identify the optimal solution to an optimization problem. The
development of an optimization model necessitates the establishment of a quantifiable
and measurable criterion to assess the effectiveness of a decision. This criterion can aim
to either maximize a favorable outcome or minimize costs associated with the decision
[23].
To create an appropriate optimization model, it is imperative to establish the three fun-

damental components that constitute an optimization problem: the objective function,
the problem constraints, and the decision variables. The definitions of each of these com-
ponents are expounded in [24]. In the realm of cloud computing research, optimization
techniques have been applied to enhancing efficiency, such as resource provisioning cost
optimization in [3], optimal resource utilization in cloud computing in [10], and optimiza-
tion strategies to address unbalanced load, slow convergence speed, and low utilization
of VM resources in [12]. The optimization process involves the formulation of a specif-
ic optimization problem by incorporating the design variable(s), objective function, and
constraints.

2.4. Random search algorithm. A random search algorithm is an optimization method
that incorporates randomness or probability, usually through a pseudo-random number
generator. This type of algorithm is also known as a Monte Carlo method or stochastic
algorithm in academic literature [25]. Various random search algorithms have been de-
veloped, including simulated annealing, genetic algorithms, evolutionary programming,
particle swarm optimization, ant colony optimization, cross-entropy, stochastic approxi-
mation, multi-start, clustering algorithms, and other techniques, which are widely used to
solve both continuous and discrete global optimization problems [12, 26, 27, 28, 29, 30].
The random search algorithm operates in the following steps.
Step 0: Initialize algorithm parameters Θ0 initial points X0 ⊂ S and iteration index

k = 0.
Step 1: Generate a collection of candidate points Vk+1 ⊂ S according to a specific

generator and associated sampling distribution.
Step 2: Update Xk+1 based on the candidate points Vk+1, previous iterates and algo-

rithmic parameters. Also update algorithm parameters Θk+1.
Step 3: If a stopping criterion is met, stop. Otherwise increment k and return to Step

1.
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2.5. Security and performance. An accuracy refers to the precision of a logging sys-
tem in recording information from volatile memory in a target monitored VM [31]. The
accuracy of process detection by the logger affects the security of files on a customer’s
virtual machine. Hence, the researcher used this accuracy to define a security level.

Based on [31], we can define five security levels, from Level 1 to Level 5.
Level 1 is the highest level. A customer who chooses Level 1 will have one logger to

monitor their VM1. This logger will not monitor any other VMs. This 1-to-1 monitoring
method allows the logger to have high resource to capture malicious processes in VM1,
resulting in high accuracy and security.

Level 2 is the second-highest level. A customer who chooses Level 2 will have one logger
to monitor their VM1, but this logger will also monitor VM2. This 1-to-2 monitoring
method requires the logger to share its resource between VM1 and VM2. Consequently,
logger2 may not provide the same high accuracy and security as logger1.

Level 3 is the middle level. A customer who chooses Level 3 will have one logger to
monitor their VM1, but this logger will also monitor VM2 and VM3. This 1-to-3 mon-
itoring method requires the logger to share its resource between VM1, VM2, and VM3.
Thus, logger3 may not provide the same level of accuracy and security as logger1.

Level 4 is the lower level. A customer who chooses Level 4 will have one logger to
monitor their VM1, but this logger will also monitor VM2, VM3, and VM4. This 1-to-4
monitoring method requires the logger to share its resource between VM1, VM2, VM3,
and VM4. Consequently, logger4 may not provide the same level of accuracy and security
as logger1.

Level 5 is the lowest level. A customer who chooses Level 5 will have one logger to
monitor their VM1, but this logger will also monitor VM2, VM3, VM4, and VM5. This
1-to-5 monitoring method requires the logger to share its resource between VM1, VM2,
VM3, VM4, and VM5. As a result, logger5 may not provide the same level of accuracy
and security as logger1.

Table 1 and Table 2, which are summarized from [31], present the tradeoffs between
security levels and performance levels that will be considered in this work.

Table 1. Security level

Security level Description Security of files in VMs
5 Lowest security 86.47%
4 Low security 99.67%
3 Medium security 99.75%
2 High security 99.82%
1 Highest security 99.86%

Table 2. Performance level

Performance level Description Performance of VMs
5 Highest performance 83.00%
4 High performance 80.00%
3 Medium performance 73.00%
2 Low performance 66.00%
1 Lowest performance 50.00%
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3. Design and Implementation.

3.1. Solutions for allocation of loggers and VMs design. Suppose a demonstration
host that supports 5 VMs. A solution for allocation can be designed. Figure 2 presents
the solutions for the allocation of loggers and VMs. The columns represent logger1 to
logger5, and the rows represent the allocated VMs to each logger. The white box represents
a logger, and the number inside the white box represents the number of VMs working with
the logger. To simulate the service for users, five scenarios are considered for allocation:
Scenario 1: All five users require security in detecting the logging process, and thus,

each person will be working with one logger per VM.
Scenario 2: Three users require security in detecting the logging process and efficient

performance of two VMs.
Scenario 3: Two users require security in detecting the logging process and efficient

performance of three VMs.
Scenario 4: One user requires security in detecting the logging process and efficient

performance of four VMs.
Scenario 5: All five users require efficient performance of five VMs.

Figure 2. Examples of solutions for assignment of loggers and VMs

3.2. Optimization model. This section commences with the development of an op-
timization model to address the VM-logger assignment problem. The objective of this
model is to determine the optimal assignment of loggers to virtual machines while maxi-
mizing the number of loggers with no workload. The model takes account of the security
and performance requirements of the users to ensure that the assigned loggers meet the
desired specifications.
Let X be a decision variable while X ∈ Im×n, that is,

X =

x11 · · · x1n
...

. . .
...

xm1 · · · xmn

 ,

where xij ∈ {0, 1}, for each i ∈ {1, 2, . . . ,m} and j ∈ {1, 2, . . . , n}. Notice that the
notation xij indicates the assignment of the ith VM is whether assigned to the jth logger.

That is, xij =

{
1, the ith VM is assigned to the jth logger
0, otherwise

, and for each i and j,

Ui =
[
xi1 · · · xin

]
, Lj =

[
x1j · · · xmj

]T
, and

∑n
j=1 xij for each i must be equal to

1. This means that a VM will be assigned to only one logger. For each j, we define the
workload of Lj by

N(Lj) =
m∑
i=1

xij



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.15, NO.4, 2024 351

Therefore, the optimization problem for the problem of interest will be represented in
the following form.

max f(X),

subject to X ∈ Im×n, pi ≤ h(Ui) = N(Lj) ≤ si for each i ∈ {1, 2, . . . ,m}, where h :
I1×n → I provides the workloadN(Lj) when xij = 1. The objective function f : Im×n → I
is referred to as the number of workload-free loggers which will be maximized:

f(X) =
n∑

j=1

O(N(Lj)),

where O(N(Lj)) =

{
1, if N(Lj) = 0

0, otherwise
, pi is the required performance level of the ith

VM, and si the required security level of the ith VM.
For instance, assuming that there are five loggers and five VMs, the researcher replaces

logger1 with L1, logger2 with L2, logger3 with L3, logger4 with L4 and logger5 with L5,
respectively. Similarly, the 1st VM is replaced with U1, the 2nd VM with U2, the 3rd VM
with U3, the 4th VM with U4 and the 5th VM with U5. To demonstrate how Solution 1
from Figure 2 can allocate logger 1:1, the researcher provides a representation in Figure
3.

Figure 3. The solutions 1 for allocation of loggers and VMs

The proposed mathematical model can be illustrated as follows.
Step 1: Let

X =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


5×5

Therefore,

U1 = [1 0 0 0 0]

U2 = [0 1 0 0 0]

U3 = [0 0 1 0 0]

U4 = [0 0 0 1 0]

U5 = [0 0 0 0 1]

L1 = [1 0 0 0 0]T

L2 = [0 1 0 0 0]T

L3 = [0 0 1 0 0]T

L4 = [0 0 0 1 0]T

L5 = [0 0 0 0 1]T

Step 2: Count the number of VMs assigned to each logger.

N(L1) = x11 + x21 + x31 + x41 + x51 = 1 + 0 + 0 + 0 + 0 = 1

N(L2) = x12 + x22 + x32 + x42 + x52 = 0 + 1 + 0 + 0 + 0 = 1

N(L3) = x13 + x23 + x33 + x43 + x53 = 0 + 0 + 1 + 0 + 0 = 1
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N(L4) = x14 + x24 + x34 + x44 + x54 = 0 + 0 + 0 + 1 + 0 = 1

N(L5) = x15 + x25 + x35 + x45 + x55 = 0 + 0 + 0 + 0 + 1 = 1

Step 3: Once the number of VMs assigned to each logger has been determined, set the
value to ‘0’ if the logger is in use (i.e., the N(Lj) value is greater than 0), and set the
value to ‘1’ if the logger is inactive (i.e., the N(Lj) value is equal to 0). This process is
carried out to determine the number of loggers that are not assigned any workload, i.e.,
the number of workload-free loggers.
Based on Step 2, it can be observed that the summation of workload-free loggers is

O(N(L1)) +O(N(L2)) +O(N(L3)) +O(N(L4)) +O(N(L5)) = 0 + 0 + 0 + 0 + 0 = 0

Step 4: The constraints for creating the optimization model were established based on
the security and performance requirements of the virtual machines which is referred to
Section 2.5. The allocation conditions for the logging system were designed by taking
account of the needs of the service customer. As per the approach in [31], the security
and performance levels were classified into five levels, numbered 1 to 5. The researcher
aimed to maximize the number of virtual machines assigned to each logger while ensuring
higher security levels. Additionally, a higher number of virtual machines assigned to the
logger should correspond to a lower security level and a higher performance level.
If it is not possible to find an allocation solution that meets the constraints, the re-

searcher has developed a penalty function model. This model converts a constrained op-
timization problem into an unconstrained one that can be used to find a solution.
We now consider an unconstrained optimization problem of the original constrained

problem. The following notations will be used to define the problem:

cost(Ui) =


gp × (h(Ui)− pi), if pi > h(Ui)

gs × (si − h(Ui)), if si < h(Ui)

0, otherwise

denoting the negative penalty value of Ui. The weight of the penalty for a security lim-
itation adjustment is denoted as gs. As the main purpose is to ensure higher security
levels, a weight of 2 is assigned to gs. On the other hand, the weight of the penalty for a
performance limitation adjustment is denoted as gp and a weight of 1 is assigned to it.
Therefore, the unconstrained optimization problem is represented as follows:

max f(X) +
m∑
i=1

cost(Ui),

subject to X ∈ Im×n.

3.3. Flowchart of optimal logging system model. A flowchart demonstrating an
optimal logging system model for virtual machines (VMs) on cloud computing is shown
in Figure 4. The following steps will be explained in detail to describe the process involved
in this logging system model.
1) Get input data are number of loggers, number of VMs, security level, and perfor-

mance level.
2) Generate random candidate solution for the parameters of the purpose function.
3) Calculate the value of the objective function for the randomized parameters.
4) Check whether the obtained objective function value is the best value. If so, store

the value and its associated solution. Increase the number of duty cycles.
5) Check whether the duty cycle conditions have met the number of cycles. For this

operation we set the number of cycles to 10000. If correct, terminate the operation and
return the parameter value. However, if the work does not complete the number of cycles,
repeat Steps 2-5.
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Figure 4. Flowchart of optimal logging system model for VMs on cloud computing

4. Numerical Example. Figure 5 indicates the number of loggers n = 5 and the number
of VMsm = 5. Furthermore, the performance levels of VMs p1 = 1, p2 = 2, p3 = 3, p4 = 3,
and p5 = 3 and the security levels of VMs s1 = 1, s2 = 2, s3 = 4, s4 = 4, and s5 = 3.
Based on the input data values, the unconstrained optimization problem proposed results
in an optimal solution.

X∗ =


0 0 0 1 0
1 0 0 0 0
0 1 0 0 0
1 0 0 0 0
0 1 0 0 0


5×5

Figure 5. The best solution for assigning VM/VMs to each logger

Based on the optimal solution of the VM-logger assignment model, the 2nd, 4th VMs
is assigned to the 1st logger while the 3rd, 5th VMs is assigned to the 2nd logger and the
1st VM is assigned to the 4th logger. It follows that there are two remaining workload-
free of loggers f(X∗) = 2. We note that each ith VM has the corresponding values
pi ≤ h(Ui) = N(Lj) ≤ si as follows:

p1 = 1 ≤ h(U1) = N(L4) = 1 ≤ s1 = 1

p2 = 2 ≤ h(U2) = N(L1) = 2 ≤ s2 = 2

p3 = 3 ̸≤ h(U3) = N(L2) = 2 ≤ s3 = 4

p4 = 3 ̸≤ h(U4) = N(L1) = 2 ≤ s4 = 4

p5 = 3 ̸≤ h(U5) = N(L2) = 2 ≤ s5 = 3.
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This means that the costs of U1 and U2 equal to 0 whereas the costs of U3, U4 and U5

equal to −1 summed up to
∑5

i=1 cost(Ui) = −3. This results the optimal value to be

f(X∗) +
∑5

i=1 cost(Ui) = −1.
The aim of the mathematical model developed in this research is to minimize the usage

of loggers, thereby optimizing the CPU and RAM usage of the service provider’s com-
puter. However, cloud IaaS providers must be mindful of the trade-offs between security
and performance when granting customers the freedom to choose their logging levels. The
allocation of the logging system may not suit all customers, and the penalty value may
need to be adjusted to ensure optimal allocation for all. Additionally, if a customer’s
requirements change, a new allocation may be necessary.

5. Conclusion. To develop a mathematical model for optimizing the assignment of VM-
loggers, we leveraged experimental data from [31] and employed random search techniques
to obtain the most effective model for the unused loggers. In this paper, we utilized an
adjustment function model that can accommodate complex requirements and support
the allocation of the logging system. This model is also capable of handling calculations
for identifying suitable methods that align with changes in the computer environment.
The mathematical model developed by the researcher facilitated the determination of
an optimal allocation method that utilizes the minimum number of loggers, resulting in
cost-effective and efficient utilization of the service provider’s CPU and RAM resources.
In the future work, it is possible to incorporate additional hardware-related variables

into the model to better accommodate real-world computing environments. For this ex-
periment, we are only working with a single physical machine. Furthermore, if there are
multiple physical machines and the VMs created do not specify their physical machine,
we can extend this method to allocate the VMs to the appropriate physical machine.
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