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Abstract. Personalized news recommendation is becoming increasingly important for
online news platforms to help users alleviate information overload and improve news
reading experience. However, user-news interaction data is likely to be sparse, compli-
cated and time-varying; it is essential to capture and predict future or long-term user
preference for generating accurate recommendation over time. In this paper, we proposed
a Knowledge-Guided Reinforcement Learning model (KGRL for short) for fusing knowl-
edge graph information into an RL framework for news recommendation. Specifically, we
use a modified transformer with category embedding to build news representation. Then
we formalize the news recommendation task as a Markov Decision Process (MDP), and
make three major technical extensions in this framework, including state representation,
reward function and learning algorithm. First, we propose to enhance the state represen-
tations with KG information considering both exploitation and exploration. Second, we
carefully design a composite reward function that is able to compute both sequence- and
knowledge-level rewards. Third, we propose a new algorithm for more effectively learning
the proposed model. Extensive experiment results on both next news and next session
recommendation tasks show that our model can significantly outperform the baselines on
MIND dataset.
Keywords: News recommendation, Modified transformer, Knowledge graph, Reinforce-
ment learning

1. Introduction. Online news services such as news of MSN and Google which aggregate
news from various sources and distribute them to a large population of users [1, 2]. An
overwhelming amount of newly-sprung news is generated every day, making it difficult
for users to seek for their interested news [3]. Thus, personalized news recommendation
is very important for online news platforms to help users find their interested contents
[4, 5].

There are two major problems in news recommendation: how to represent news articles
which have rich textual content, and how to capture the dynamic changes of user inter-
ests to model user more accurately [6]. Various methods have been proposed to address
this task, such as classic matrix factorization techniques [7] and popular neural network
approaches [8, 9, 10, 11]. For example, Wang et al. [1] proposed DKN, which incorporates
information from knowledge graph for better news recommendation. Specifically, DKN
formed news representations from their titles and entities via Convolutional Neural Net-
work (CNN). Then they utilized an attention network to select important clicked news
for user representations. Typically, these deep learning methods show strong advantages
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in solving complex tasks and dealing with complex data, due to its capability to cap-
ture non-linear user-news relationships and deal with various types of data sources. It
has thus been increasingly used in recommender systems. However, deep learning-based
recommender systems have limitations in capturing interest dynamics [12] due to distri-
bution shift, i.e., the training phase is based on an existing dataset which may not reflect
real user preferences that undergo rapid change.
In contrast, deep reinforcement learning methods aim to train a model that can learn

from interaction trajectories provided by the environment by combining the advantages
of deep learning and reinforcement learning. Since an agent in RL can actively learn from
users’ real-time feedback to infer dynamic user preferences, RL is especially suitable for
learning from interactions. However, a core concept or mechanism for RL models is the
exploration process. It may not be reliable to adopt a blind or random exploration strate-
gy for capturing the evolvement of user interests. Inspired by the availability of Knowledge
Graph (KG) and its applicability in various fields [13], we would like to utilize the infor-
mative KG data to guide the RL-based learning method for news recommendation.
From all above, in this paper, we propose a novel Knowledge-Guided Reinforcement

Learning model (KGRL for short) for fusing KG information into an RL framework
for news recommendation. Specifically, we use a modified transformer with category em-
bedding to build news representation, and formalize the news recommendation task as a
Markov Decision Process (MDP), and then make three major technical extensions in this
framework. First, we propose to enhance the state representations with KG information.
By learning both sequence-level and knowledge-level state representations, our model is
able to capture user preference more accurately. Especially, we argue that it is important
to utilize KG information in the exploration process. To achieve this, we construct an in-
duction network that aims to predict future knowledge characteristics of user preference.
In this way, we can learn knowledge-based user preference, considering both exploitation
and exploration. Second, we carefully design a composite reward function that is able
to compute both sequence-level and knowledge-level reward signals. For sequence-level
reward, we borrow the BLEU metric from machine translation, and measure the overall
quality of the recommendation sequence. For knowledge-level reward, we force the knowl-
edge characteristics of the actual and the recommended sequences to be similar. Third, we
propose a truncated policy gradient strategy to train our model. Concerning the sparsity
and instability in training induction network, we further incorporate a pairwise learning
mechanism with simulated subsequences to improve the learning of the induction network.
To evaluate the proposed model, we construct extensive experiments on MIND dataset by
comparing it with several competitive baselines. Experiment results on both next news
and next session recommendation tasks show that our model can significantly outperform
all the baselines in news recommendation tasks.

2. Related Work.

2.1. News recommendation. News recommendation has attracted increasing attention
from both data mining and natural language processing fields. For example, Wu et al. [10]
proposed NRMS, which learns news representation from news title by using multi-head
self-attention to model the interactions between words and learn representations of users
from their browsed history by using multi-head self-attention to capture their relatedness.
Wu et al. [9] proposed an attentive multi-view learning framework to represent news
articles from different news texts such as title, body and category. They used an attention
model to infer the interest of users from their clicked news articles by selecting informative
ones.
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2.2. Knowledge-based recommendation. With the development of Knowledge Graph
(KG) technology, researchers also try to combine KG to improve the performance of rec-
ommendation system. For example, Huang et al. [14] used memory networks to store and
represent knowledge base information to improve the effectiveness and interpretability of
sequential recommendation. Although it is effective to combine KG to improve perfor-
mance, these works do not simulate the long-term interests of users, so performance may
be limited.

3. Our Approach. In this section, we introduce the proposed Knowledge-Guided Re-
inforcement Learning model (KGRL) in detail, and the overall architecture of KGRL is
presented in Figure 1. In what follows, we start with a Markov Decision Process (MDP)
formulation for our task, introduce transformer based model for news representation and
then present our extensions on state representation, reward function and learning algo-
rithms.

Figure 1. The overall architecture of Knowledge-Guided Reinforcement
Learning model (KGRL). The news encoder is a modified transformer mod-
el, and three extensions are designed to fuse KG information to enhance the
recommendation performance.

3.1. An MDP formulation for news recommendation task. We consider a Rein-
forcement Learning (RL) approach to news recommendation. We first briefly introduce
MDP [15]. An MDP can be described by a quintuple ⟨S,A, T, R, π⟩: 1) S is a set of states,
and each s ∈ S denotes the information state of the environment; 2) A is a set of actions,
and each a ∈ A denotes an action that the agent that is able to perform; 3) T is the state
transition function for updating the state according to the action and current state, i.e.,
st+1 = T (st, at); 4) R is the reward function and r = R(s, a) giving the immediate reward
of performing action a at state s; and 5) π(a|s) describes the behavior of an agent, usually
modeled by a probability distribution over the possible actions.

In order to frame the task, we use an MDP. In an MDP, there is an agent that interacts
with the environment at discrete time steps. At each time step t, the process is in some
state st ∈ S. In our task, the environment’s state can be considered to include all useful
information for sequential recommendation, including interaction history and KG. In our
case, two major elements are considered:

st = [i1:t,G] (1)
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where i1:t represents the historical interaction information of the news that user u clicked
before and G denotes the KG information. The initial state is set as s0 = [∅,G].
Following [16], we can use an embedding vector vst ∈ RLS to encode the information of

state st, and vst is expected to encode useful information for representing state st.
In the current state st, the agent takes an action at ∈ A, which selects a news nt+1

from the candidate news set N for recommendation. Action behavior can be modeled by
the policy π (st), which defines a function that takes the state st as input and outputs a
probability distribution over all possible clicked news. In this chapter, we use the softmax
function to calculate the probability of likely clicking on the news:

π (at|st) =
exp

{
enj(at)W1vst

}∑
nj∈N exp

{
enj

W1vst
} (2)

where enj
represents the embedding vector of the jth news, W1 is the parameter in the

bilinear product, and vst is the embedding vector of the state st.
After each action, the agent receives a numerical intermediate reward, i.e., rt+1 =

R (st, at). The reward function can be set to reflect the recommendation performance as
needed in our task. Furthermore, it utilizes the transition function T (T : S × T → S) to
update the state:

st+1 = T (st, at) = T
(
[u, e1:t, G] , ej(at)

)
(3)

The new state st+1 can be written as [e1:t+1, G], which also associates an embedding vector
vst+1 .

3.2. Transformer for news representation. The news encoder corresponds to the
parallelogram box in Figure 1, and we apply the modified transformer for news represen-
tation which was motivated by Vaswani et al. [17]. The model is shown in Figure 2.

Figure 2. The modified transformer model for news representations

Although news headlines are typically concise and clear, we opt to simplify the trans-
former with a single layer of multi-head self-attention to avoid performance degradation
caused by excessive parameters. This part consists of three layers. The first bottom layer
is the word embedding layer, which is utilized to transform a news title from a sequence
of words into a sequence of low-dimensional embedding vectors. Denoting a news title
with M words, then through this layer it is converted into the embedded vector sequence
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[w1, w2, . . . , wM ]. The following layer is a word-level multi-head self-attention network.
Interactions between words are important for learning news representations. Moreover,
a word may relate to more than one word in the title. Thus, we employ the multi-head
self-attention to form contextual word representations. The representation of the ith word
learned by the kth attention head is computed as

αk
i,j =

exp
(
wT

i W
k
s wj

)∑M
m=1 exp

(
wT

i W
k
s wm

) (4)

hk
i = W k

v

(
M∑
j=1

αk
i,jwj

)
(5)

where W k
s and W k

v are the projection parameters in the kth self-attention head, w is
the word embedding vector and αk

i,j indicates the relative importance of the interaction

between the ith and jth words. The multi-head representation hk
i of the ith word is

the concatenation of the representations produced by h separate self-attention heads, i.e.,
hi =

[
h1
i ;h

2
i ; . . . ;h

h
i

]
. The total count of hi is equal to the number of words M. To mitigate

overfitting, we add dropout after self-attention.
The third layer is an additive word attention network to model relative importance of

different words and aggregate them into title representations. Thus, we propose to use
attention mechanism to select important words in news titles for learning more informative
news representations. The attention weight βw

i of the ith word is computed as

βw
i =

exp
(
qTw tanh (Uw × hi + uw)

)∑M
j=1 exp

(
qTw tanh (Uw × hj + uw)

) (6)

where qw, Uw and uw are trainable parameters in the word attention network. The news
title representation et is then calculated as

et =
M∑
i=1

βw
i hi (7)

Since category information of user clicked news may also reveal their preferences, we
model news categories via an embedding matrix, and denote the output of this embedding
matrix as ec. Then the final representation of the news is the concatenation of the title
vector and the category vector, i.e., e = [et; ec].

3.3. Learning knowledge-enhanced state representation.

3.3.1. Sequence-level status representation. For the first state representation, a standard
recurrent neural network is used to encode the historical interaction sequence, n1, n2, . . . , nt

represents the t news of the historical browsed record, and the vectors after the news en-
coder are e1, e2, . . . , et, respectively. Then it is input to the GRU network as the input
vector of each time step t, and the interest vector representation ht of the user’s final
browsed history is obtained.

ht = GRU (ht−1, ent ; Φgru) (8)

where GRU (·) is the Gated Recurrent Unit, ent is the embedding vector of news nt and
Φgru denotes all the related parameters of the GRU network. Such a representation mainly
captures sequential characteristics of user preference, and it does not utilize knowledge
information for deriving state representations.
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3.3.2. Knowledge-level state representation. As shown in [14], KG data is useful to im-
prove the performance of sequential recommendation algorithms. However, previous meth-
ods mainly consider enhancing news or user representations with KG data for fitting
short-term behaviors with MLE. They seldom study how KG data can be utilized for ex-
ploration that optimizes long-term objective. To make a good trade-off between exploita-
tion and exploration, we consider modeling two kinds of knowledge-based preference for a
user, namely current knowledge-based preference (short as current preference) and future
knowledge-based preference (short as future preference).
It is relatively easy to derive the current knowledge characteristics based on historical

data. Recall that, each news article ni is associated with some entities ei in KG G. The
embedding vectors of these entities for news nt trained by the TransE method are already
given in the MIND dataset, denoted by vent

∈ RLE . Furthermore, we use a simple average
pooling method to aggregate all the KG embeddings of the historical news that a user
has interacted with:

ct =
t∑

i=1

Average
(
vent

)
(9)

As the key point to achieve effective exploration, we incorporate future preference for
capturing the possible interest evolving of a user at upcoming time steps. Intuitively,
knowing future preference is useful for news sequential recommendation, especially in an
RL setting. Based on current preference, our idea is to develop an induction network to
directly predict the future preference. Specially, we construct a neural network using a
multi-layer perception. At time step t, we predict a k-step future preference representation
taking as input the current preference representation ct in Equation (9):

ft:t+k = MLP (ct; Φmlp) (10)

where ft:t+k denotes the k-step future preference at time t, and we use Φmlp to represent
parameters used in the induction network. Our assumption is that knowledge-based pref-
erences tend to remain relatively stable over consecutive time steps. To predict future
preferences based on existing information, our goal is to learn from KG data.

3.3.3. Deriving the final state representation. Based on the above discussions, we are
ready to give the final state representation in our model. For a state st, its representation
vst is the combination of three representation vectors:

vst = ht ⊕ ct ⊕ ft:t+k (11)

where “⊕” is the vector concatenation operator, ht is the sequence-level state vector in
Equation (8), ct is the current knowledge-based preference in Equation (9) and ft:t+k

is the future knowledge-based preference in Equation (10). The first factor ht mainly
characterizes sequence-level information, the second factor ct summarizes the existing
knowledge characteristics for achieving knowledge-based exploitation, and the third factor
ft:t+k predicts possible future preference for achieving knowledge-based exploration.

3.4. Reward decomposition. The interaction sequence is generated by the user’s pref-
erence according to the news content of interest (which can be obtained from KG). There-
fore, in addition to news article-level performance, it is also important to measure how
good or bad the inferred knowledge-level preferences are. Based on the above description,
at time step t, the k-step reward function is defined by integrating two different reward
functions:

R (st, at) = Rseq (nt:t+k, n̂t:t+k) +Rkg (nt:t+k, n̂t:t+k) (12)

Among them, Rseq(·, ·) and Rkg(·, ·) represent the sequence-level and knowledge-level
rewards, respectively, and the subsequence nt:t+k and the recommended subsequence n̂t:t+k
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are used as the information input. Note that only the input of k steps is considered here
to approximate the overall performance. Next, we discuss how to calculate Rseq(·, ·) and
Rkg(·, ·).

We borrow the metric of BLEU for sequence recommendation. Formally, given actual
interaction subsequence nt:t+k and the recommended subsequence n̂t:t+k, we define the
reward function as

Rseq (nt:t+k, n̂t:t+k) = exp

(
1

M

M∑
m=1

log precm

)
(13)

where precm is the modified precision and calculated as

precm =

∑
pm∈nt:t+k

min (# (pm, nt:t+k) ,#(pm, n̂t:t+k))∑
pm∈nt:t+k

#(pm, nt:t+k)
(14)

where pm is the m-gram subsequence of the real click record nt:t+k, and # (pm, nt:t+k) is
the number of times that pm appears in nt:t+k. M determines how manyM -gram precision
values to use. It follows from the above formula that such a reward function supports the
recommendation algorithm to generate more consistent m-grams from actual sequences.
So it is natural to measure sequence-level performance in tasks.

In the second reward function, exact matches to news IDs are not concerned. Instead,
we consider assessing the quality of knowledge-level features reflected in the sequence.
Given an actual and predicted subsequence, i.e., nt:t+k and n̂t:t+k, still use the simple av-
eraging method in Equation (9) to aggregate TransE, to derive subsequence-level knowl-
edge representations, denoted by ct:t+k and ĉt:t+k, respectively. These two knowledge-level
representations reflect users’ preferences for the knowledge and logic behind the news.
To measure the difference between two vectors, cosine similarity is used as the reward
function:

Rkg (nt:t+k, n̂t:t+k) =
ct:t+k · ĉTt:t+k

||ct,t+k|| · |ĉt:t+k|
(15)

We can flexibly replace the cosine function with other forms of similarity measure. Then
by plugging Equation (13) and Equation (15) into Equation (12), we can derive the final
reward function. By providing these two reward signals, RL algorithms are able to produce
better recommendation performance.

4. Experipences.

4.1. Experimental setup.

4.1.1. Dataset. In this paper, we conduct our experiments on the Microsoft News Dataset
(MIND), which is a large-scale dataset for news recommendation research. It contains
about 160k English news articles and more than 15 million impression logs generated by
1 million users. Every news article contains rich textual content including title, abstract,
body, category and entities. Each impression log contains the click events, non-clicked
events and historical news click behaviors of this user before this impression. The statistics
of the MIND dataset are shown in Table 1.

Table 1. Statistics of the Microsoft news dataset

News 161,013 Users 1,000,000
News category 20 Impression 15,777,377
Click behavior 24,155,470 Avg. title length 11.52
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4.1.2. Baselines. We adopt two types of baselines for comparison with our hybrid model,
including sequential-based models, knowledge-based models. Here we do not compare to
some deep learning models horizontally, such as DKN [1], LSTUR [8] and NRMS [10].
Because we are only exploring the effectiveness of integrating knowledge graphs under the
setting of reinforcement learning.

• GRU4Rec is a session-based recommendation, which utilizes GRU to capture users’
long-term sequential behaviors.

• Ripple is an embedding-based method that models users’ potential interests along
links in the knowledge graph for recommendation.

• KGAT explores the high-order connectivity with semantic relations in collaborative
knowledge graph for knowledge-aware recommendation.

4.1.3. Evaluation metrics. The metrics used in our experiments are AUC, MRR, nD-
CG@10 and hit-ratio@10 (HR@10), which are standard metrics for recommendation result
evaluation. Each experiment was repeated 10 times. The AUC indicator mainly measures
the authenticity of the method, and its value range is [0.5, 1]. The larger the value, the
higher the authenticity of the method. The MRR indicator mainly measures the ranking
of the correct recommendation results in the recommendation list. The larger the value,
the better the performance of the recommendation method. The nDCG@10 metric mea-
sures the relevance of the list of user recommendation results in the entire test set. The
hit-ratio@10 metric measures the recall rate of correct news, the bigger the better.

4.1.4. Parameter settings. Set the batch size to 1024 and use the Adam optimizer to
optimize all models. For the BLEU metric, consider up to 3-grams. For baseline models,
each baseline is optimized against the validation set. For the KGRL model, the hidden
layer size of GRU and the size of the vector representation of news through the news
encoder are both set to 64, and the knowledge graph embedding vector size using TransE
is 100 dimensions as given in the MIND dataset. For hyperparameters, the discount factor
γ is set to 0.9 and the news segment length k is set to 3 and 5, respectively.

4.2. Performance comparison. In the next news recommendation and next session
news recommendation tasks, this chapter compares the KGRL model with the competitive
baseline methods mentioned above. The comparison results are given in Table 2.

Table 2. Performance comparison between the baseline model and KGRL

Task Model AUC MRR nDCG@10 HR@10
GRU4Rec 68.24 33.57 35.84 56.23

Next news Ripple 68.72 33.59 42.39 59.24
recommendation KGAT 68.84 33.82 42.55 62.37

KGRL 69.10 34.13 49.50 73.14
Next session GRU4Rec 51.80 24.75 31.35 47.35

recommendation KGRL 62.51 29.19 33.17 56.27

From Table 2, it can be observed that by integrating knowledge graph information into
the recommender system, knowledge-based methods outperform order-based methods on
all evaluation metrics. In particular, KGAT based on graph neural network can mod-
el higher-order connectives and achieve better performance than other knowledge-based
methods (Ripple), and Ripple and KGAT are not provided in this chapter on session-
based tasks results because they are not suitable for this task. For the hybrid model (i.e.,
knowledge+sequence), KGRL outperforms the other methods mentioned above, indicat-
ing that both sequence information and knowledge-level features of user clicks are useful
for time-series recommendation.
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4.3. Ablation study.

4.3.1. Analysis on knowledge-enhanced state representation. In this part we analyze the
impact of fusing KG information into the state for news recommendation. Recall that we
have three representations in Equation (11), namely ht in Equation (8), ct in Equation
(9) and ft:t+k in Equation (10). Hence, we consider three variants for comparison by
examining the effect of each part for sequential recommendation, including

• KGRLh using only the sequential representation ht;
• KGRLh+c using the the sequential representation ht and the current knowledge rep-
resentation ct;

• KGRLh+f using the sequential representation ht and the future knowledge represen-
tation ft:t+k.

The results of KGRL and its three variants on the MIND dataset are shown in Table
3. As can be seen from the table, KGRLh performs the worst on all evaluation metrics on
the MIND dataset. This shows the necessity of fusing KG information into recommenda-
tion. Although adding future knowledge can improve recommendation performance (e.g.,
KGRLh+f outperforms KGRLh), KGRLh+c still outperforms KGRLh+f on all evaluation
metrics. Finally, by combining these three parts, the full model, i.e., KGRL, outperforms
its three variants in all evaluation metrics.

Table 3. Performance comparison between KGRLh, KGRLh+c, KGRLh+f

and KGRL

Task Model AUC MRR nDCG@10 HR@10
KGRLh 67.76 33.05 41.63 53.61

Next news KGRLh+c 67.99 33.36 42.13 68.75
recommendation KGRLh+f 67.83 32.88 41.52 57.96

KGRL 69.10 34.13 49.50 73.14
KGRLh 51.80 23.27 29.53 50.36

Next session KGRLh+c 58.21 26.26 32.41 54.01
recommendation KGRLh+f 52.06 23.65 29.57 53.26

KGRL 62.51 29.19 33.17 56.27

4.3.2. Analysis on reward function. In this section, the impact of each reward on the final
performance will be analyzed. Specifically, according to Equation (12), two variants are
introduced in Figure 3.

As can be seen, after convergence, KGRLRseq outperforms KGRLRkg
on the nDCG@10

metric, while KGRLRkg
performs better on the Hit-Ratio@10 metric. This difference is

likely caused by the nature of the two reward functions. The sequence-level reward opti-
mizes the BLEU loss, tending to rank the correct news on higher positions, and the nDCG
metric is the ranking of the item that measures the relevance in the recommendation list,
so KGRLRseq measured in nDCG@10 outperforms KGRLRkg

. The knowledge-level reward
optimizes the knowledge-based loss and tends to recall more correct news, so KGRLRkg

will outperform KGRLRseq on the Hit-Ratio@10 metric. Combining their advantages, the
overall model KGRL achieves better performance with these two reward functions.

4.3.3. Analysis on the subsequence length. To train the induction network, a k-step trun-
cated learning strategy is employed to train sample sequences. Since KGRL looks k steps
ahead to generate sample sequences, this paper explores the effect of exploring length k
on the final performance through repeated experiments. Specifically, change the value of
k in the set k ∈ {1, 3, 5, 7}. The test performance of KGRL on the MIND dataset with
different lengths k is summarized in Table 4.
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Figure 3. Performance curves of KGRL and its two variants with the
varying iterations

Table 4. The performance impact of k-step truncated learning strategy

Task k-step AUC MRR nDCG@10 HR@10
k = 1 67.76 33.05 41.52 53.61

Next news k = 3 68.16 34.13 49.50 73.14
recommendation k = 5 67.99 33.36 41.63 67.96

k = 7 67.07 33.14 40.37 65.45
k = 1 51.84 22.71 28.53 50.36

Next session k = 3 52.80 23.27 29.46 51.53
recommendation k = 5 62.51 29.19 33.17 56.27

k = 7 58.76 27.56 30.43 54.10

The results in Table 4 show that KGRL achieves the best performance with k = 3 on
the next news recommendation task and k = 5 on the next session recommendation task,
because the latter task requires longer context to estimate future preferences. Finally,
performance drops if longer exploration lengths are considered on both recommendation
tasks. One possible reason is that longer exploration windows contain noisy information,
which affects recommendation performance.

5. Conclusions. In this paper, we have presented a novel knowledge-guided reinforce-
ment learning model, called KGRL, for fusing KG information into an RL framework for
news recommendation. Specifically, we formalize the sequential recommendation task as
a Markov Decision Process (MDP), and make three major technical extensions in this
framework, including state representation, reward function and learning algorithm. In
addition, we propose a new algorithm for more effectively learning the proposed model.
The empirical results show that our model can significantly outperform the baselines on
MIND datasets. For future work, we will consider how to adaptively learn better knowl-
edge representation for news recommendation in the RL framework. Also, there may be
some noise information in the interaction sequence or news titles. We will further study
how to de-noise information in the news recommendation system.
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Figure 4. Case study on MIND dataset. The first line is the interaction
sequence of the user, the last two news of other lines are the results of
different recommendation methods.
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