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Abstract. Heavy rains in Indonesia occur yearly, and one of the impacts is flood disas-
ters. Flooding occurs frequently and unpredictably. Modelling such important occurrences
can help to identify vulnerable locations and reduce the effects. Recently, researcher ap-
plied machine learning to analyzing data and its correlations in order to predict how the
climate will perform. However, most machine learning algorithms cannot automatically
detect the dataset’s quality; for example, how long the time interval for the dataset to
make good forecasting predictions is. Using ensemble machine learning and Bayesian op-
timization, we explored for the best interval and model to predict rainfall. The ensemble
machine learning algorithm achieved the best result, showing the superiority of ensemble
machine learning over single machine learning in discovering the best interval training
set for rainfall prediction. The best interval to predict rainfall is 61-hour, with mean
squared error score of 12.97 and mean absolute error score of 2.24.
Keywords: Ensemble machine learning, Stacking, Extreme gradient boosting, Multi-
layer perceptron, Bayesian optimization, Floods

1. Introduction. Floods caused by various natural factors, occur frequently without
warning and pose challenges for disaster managers and environmental scientists [1]. Sim-
ulating these events is complex and time-consuming. Accurate flood modeling relies on
reliable rainfall data and aids in identifying vulnerable areas for effective mitigation mea-
sures [2]. However, weather forecasting is challenging due to its continuous, data-intensive,
complex, dynamic, and chaotic nature [3]. In recent years, researchers have shifted from
using prediction models based on random numbers to leveraging machine learning for
rainfall prediction. Machine learning techniques employ various statistical approaches and
learning processes to extract valuable insights from data [4]. For instance, analyzing his-
torical rainfall data enables the estimation of upcoming rainfall [5]. However, assessing
dataset quality, including factors like the appropriate time interval for accurate predic-
tions, remains a challenge for most machine learning algorithms.

Additionally, machine learning models may not necessarily be applied directly in all
cases. Selecting the right prediction, regression, or classification model can be a complex
task that requires a deep understanding of the dataset. In regression problems, users
often face difficulties in selecting the most suitable model for their dataset and ensuring
effective data cleaning for optimal machine learning outcomes [1]. In the context of weather
forecasting, we need to know how long is the best interval to train the data [2]. The longer
the interval range is not necessarily good results; even if the interval is long, the training
process will take longer because it will require more training data. On the other hand,
a shorter interval may be easier to process, but may yield suboptimal result. From the
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previously described problems, this becomes the first objective of this research, and we
try to find the best range interval and its tuning to achieve maximum results in predicting
rainfall to prevent flooding. Our second objective is to produce a robust machine learning
rainfall predictor.
Bayesian Optimization (BO) is a robust and adaptable method for finding the best

optimization hyper-parameter tuning. This method is mainly used when tuning a machine
learning model’s parameter with complex optimization problems. At each stage of the
search, BO evolves by choosing an area to sample and analyze. To maximize the outcome,
BO makes use of a replacement model for the function. By employing what is known as
an acquisition function, this surrogate model is utilized to choose the next point to be
assessed. In deciding which point to move on to, this acquisition function will weigh
between exploration against exploitation [3]. In this research, we implemented BO to
automatically find the optimal interval, eliminating the need to select interval ranges
manually.
Another common issue in machine learning computation is the dataset’s quality. The

poor quality of the dataset could have a significant negative result while building a ma-
chine learning model. One method to solve dataset’s quality problems is the applica-
tion of ensemble machine learning. This method provides superior prediction outcomes
compared to a single algorithm [4]. Because of the limitations of a single classifier ap-
proach, models may be built incorrectly, which will lower the quality of the conclusion
[5]. Meta-algorithms are used in ensemble approaches to transform weak base estimators
into stronger classifiers. The heterogeneous ensemble strategy was used by the majority
of researchers since it produces better outcomes [6].
In this research, we utilize Random Forest (RF) and Extreme Gradient Boosting (XGB)

algorithms as base regressors, known for their effectiveness in solving tabular data and
achieving good performance [7]. XGB is particularly robust for regression tasks like rain
forecasting, sequentially building trees to minimize errors [8]. RF reduces overfitting and
yields improved results. By combining BO with ensemble machine learning, we aim to
obtain better interval values and robust machine learning models for rainfall prediction.
Our research introduces two key novelties. First, automatic identification of the optimal
rainfall interval, eliminating the need for manual selection. Second, the development of
a robust ensemble machine learning model for accurate rainfall prediction, applicable in
flood prevention, tourism, transportation, and more. This study is organized into sections
covering the dataset (Section 2), methods (Section 3), results and discussion (Section 4),
and conclusion (Section 5).

2. Data Processing. This section provides an overview of the dataset used and the da-
ta preprocessing steps. The dataset used in this research is sourced from Visual Crossing
Weather Data and consists of 8,784 instances with 5 feature attributes, including tem-
perature, humidity, precipitation, wind speed, and sea level pressure. To address missing
and null data, necessary steps were taken to fill in the missing values and correct outliers.
This ensures the data is appropriately processed. The imputation method was used to
generate additional training data tuples, enhancing the classification performance of the
model [9]. The K-Nearest Neighbor (KNN) method was employed to fill in null data and
remove outliers, as visualized. To ensure proper evaluation, the training and testing data
were split in an 80% : 20% ratio using the train-validation split strategy, enabling the
model to learn from the training data throughout the training process.

3. Methods. This section explains about method utilized in this study, explains each
stage of the process, describes the strengths and weaknesses of the method, and explains
how measurements and computations were produced.
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3.1. Stacking method. Stacking is an ensemble method that utilizes the results of sev-
eral classification algorithms to provide a more precise forecast [10]. In order to get the
final prediction, the procedure begins with acquiring the results predicted by a series of
diverse base models, followed by optimally merging the outputs from the base models
using a meta-learner [11]. The stacking approach also performs well compared to a single
model without ensemble technique, as multiple models can work together to reduce the
risk of overfitting and improving the performance [12].

3.2. Base regressor and meta regressor. Stacking uses numerous base regressors and
a single meta regressor in the learning process. The base regressor is trained on the same
dataset and then produces distinct and unique prediction results. Afterwards, the meta
regressor predicts the final result by taking in the base regressors’ result as its features.
We use RF and XGB as the base regressors.

1) RF is one of the methods for regression, classification, and other tasks that use an
ensemble learning approach. The algorithm works by assembling decision trees dur-
ing training and providing a class representing the classification or regression of the
different trees [12]. This method randomly selects m features from a total of n data,
where k number of distinct decision trees are trained on distinct random data [13]. By
doing this, RF gives excellent results while maintaining its simplicity and versatility
[14]. RF’s unique qualities improve prediction stability and accuracy while avoiding
correlation across several regression trees.

2) XGB is an improved distributed gradient boosting method that is more effective, adapt-
able, and portable. XGB regressor boosts trees in parallel to answer a large number of
regression problems properly and quickly by improving the prediction results of weak
models using a structural loss function [15]. In addition, pre-sorting, weighted quan-
tile, and identifying sparse matrices in XGB enhances the algorithm’s performance
[16]. The objective function is to find the nearest function f̂x to constructor functions
fx by reducing the loss function value L(y, f(x)) in the following equation [17]:

f̂ = argmin
∑

L(y, f(x)) (1)

Each repetition of the training procedure reduces the loss function value with the
starting function f0(x), where Equation (1) can be extended even more as follows:

ymhm = argmin
M∑

m=1

Lm, Lm(y, f(x)) = L
(
yi, f

m−1(xi) + ymhm(xi)
)

(2)

where y, M , f , and hm represent the real value known from the training dataset, the
boosting steps number, the imperfect model, and the estimator, respectively.

3.3. Bayesian optimization. This method uses the Bayesian approach, which uses the
chance of failure as a metric of the degree of uncertainty about potential failures and results
[18]. We utilized BO to tune the ensemble models’ hyperparameters during the training
process, as it outperformed several popular techniques like the grid-search, manual search,
and random search [19]. The objective function of BO is as follows:

X = argmax f(x), x ∈ X (3)

where f is defined as a non-closed form black-box function and f : X → R is a function
that is defined under the subset of X ⊆ Rd. BO aims to find the highest value of the
black-box function f(x) with a probabilistic model for f(x). Afterwards, the model is
employed to generate results by assessing the function under uncertain conditions. These
results can identify the least complex non-convex functions with minimal evaluations,
although this requires additional computational resources. The BO algorithm is outlined
as follows [20].
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Input: init data D0

Process: For t = 1 to T do:
• Fit a Gaussian Process from Dt and obtain xt = argmax a(x)
• Evaluate yt = f(xt) and Dt = Dt−1 ∪ (xt, yt)

End
Output: xmax, ymax

To fit the Gaussian Process from Dt and obtain xt = argmax a(x), we utilize the Gauss-
ian Process to model an unknown target function. The acquisition function a(x) is used to
select the optimal point for evaluation based on the trade-off between exploitation (choos-
ing points with high values) and exploration (choosing points with high uncertainty). xt

represents the selected point for the next evaluation. Next, we evaluate yt = f(xt), where
f is the target function we aim to optimize. Then, we update Dt = Dt−1 ∪ (xt, yt), which
combines the previous data Dt−1 with the latest evaluation result (xt, yt). This update
aims to refresh the data used to train the Gaussian Process in the subsequent iteration.
Repeat steps 1 to 3 until reaching the final iteration T . The output xmax, ymax represents
the point with the highest value discovered during the iterations. In BO algorithm, these
steps are used to search for the maximum value of a target function f through adaptive
iterations and intelligent selection of evaluation points based on Gaussian Process and
the acquisition function.

3.4. Performance validation. In order to determine performance model in a regression
task, the Mean Squared Error (MSE) and Mean Absolute Error (MAE) are used as
evaluation measures. Equation (4) corresponds to calculating MSE, which quantifies the
average squared difference between predicted and actual values. Equation (5) represents
the MAE, which measures the average absolute difference between predicted and actual
values. y is the expected label, ŷ is the predicted label, and n is the number of data in
the dataset.

MSE (y,ŷ) =
1

n

n−1∑
i=0

(y − ŷ)2 (4)

MAE (y,ŷ) =
1

n

n−1∑
i=0

|y − ŷ|2 (5)

4. Results and Discussion. First, we fine-tune the hyperparameters for both the RF
and XGB. This ensures that we use the best RF and XGB models for the ensemble
stacking later. The hyperparameters and their values are tabulated in Table 1 for RF and
Table 2 for XGB.
To create an ensemble stacking model, we combined the previously developed RF and

XGB models. Subsequently, we trained the ensemble model using different interval values,

Table 1. RF parameter tuning

Parameter Value Description
Max depth 170 The longest path between the leaf node and the root node.
Max features 0.5174 The number of features for the best split.

Min samples leaf 0.1586
The number samples in the leaf node after a node has been
split.

Min sample split 0.3111 The minimum number of splitting an internal node.
N estimators 451 The number of trees before taking the maximum voting.
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Table 2. XGB parameter tuning

Parameter Value Description
Eta 0.0067 The value of step size prevents overfitting.

Col sample by tree 0.7086
The subsampling ratio column once when constructing
every tree.

Max depth 13 The maximum depth of tree.
Min child weight 5.3843 Minimum total of weights in a child

Subsample 0.6427 The training instance subsampling ratio.

Table 3. Best interval result

Interval (hour) MSE
10 13.97
41 13.89
33 13.88
78 13.73
10 13.97
86 13.55
29 13.46
17 13.40
26 13.37
61 12.97

utilizing BO to determine the optimal intervals. This approach was crucial as manually
selecting specific interval spans would result in longer training times.

By employing BO in conjunction with RF and XGB stacking algorithms, we gener-
ated the top ten intervals, as outlined in Table 3. Notably, our study achieved the best
predictive model by utilizing 61-hour intervals, resulting in an impressive MSE score of
12.97.

We conducted ablation analysis on the 61-hour intervals to confirm the superiority of our
ensemble model over standalone RF and XGB models. Without ensemble stacking, RF
method yielded MSE and MAE scores of 25.72 and 3.59, respectively. Without ensemble
stacking, XGB method achieved MSE and MAE scores of 17.14 and 2.61. However, by
employing stacking ensemble machine learning with RF and XGB algorithms on the 61-
hour intervals, we achieved improved performance with MSE and MAE scores of 12.97
and 2.24, respectively. Please refer to Figure 1 for visualizations of these results.

Our findings show that the ensemble stacking method produces better MSE and MAE
performance when compared to the method without stacking. This result indicates that
the stacking method can optimize the performance of a regression model (which in this
study: finding the best interval to predict rain precipitation). The comparison between
the models is tabulated in Table 4.

5. Conclusions. Different climate datasets and geographic locations can lead to vary-
ing interval results for rainfall prediction. However, determining optimal intervals using
range-based values can be suboptimal and time-consuming, requiring iteration over vari-
ous intervals and diverse rainfall data. In this research, we successfully combine a robust
ensemble model with BO to automatically search for the best rainfall interval, resulting
in improved prediction performance. Our study identified the optimal 61-hour interval,
producing an MSE score of 12.97 with ensemble stacking of RF and XGB models. This
outperforms the individual RF and XGB models, which yield MSE scores of 25.72 and
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Figure 1. Best interval result

Table 4. Results comparison throughout algorithms

Algorithm MSE MAE
RF 25.72 3.59
XGB 17.14 2.61

Stacking 12.97 2.24

17.14, respectively, highlighting the superiority of ensemble stacking in rainfall predic-
tion. We recommend exploring broader methods for ensemble stacking and extending the
application of this approach to different domains.
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