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Abstract. This paper evaluates the effectiveness of masked-face recognition methods
for attendance systems in the context of the COVID-19 pandemic. Hybrid learning has
emerged as a practical option for limiting the spread of the virus, and contactless at-
tendance systems are necessary to reduce transmission risk. However, face recognition
systems may be less accurate due to the partial coverage of face masks. Furthermore,
these systems need to be lightweight and computationally efficient to be practical in large-
scale institutions or schools. This study evaluates four pretrained face feature extractor
models (FaceNet, ArcFace, VGGFace, and MobileFaceNet) with an SVM classifier in
several scenarios to determine the most suitable face recognition model. The results in-
dicate that FaceNet and ArcFace have comparable accuracy, with minimal performance
decrease in the presence of face masks. The second scenario yields the least reduced per-
formance, and the FaceNet model performs twice as fast as ArcFace on a Raspberry Pi.
These findings provide valuable insights for developing effective attendance systems for
hybrid learning during the COVID-19 pandemic.
Keywords: Face recognition, Masked face recognition, Attendance system, Lightweight
system, Raspberry Pi

1. Introduction. Attendance is a crucial factor in maintaining academic performance,
and chronic absence has been linked to low academic achievement and a higher likelihood
of dropouts [1]. The pandemic has exacerbated chronic absence rates, especially with
the remote learning model, although there has been a shift towards in-person learning
[2], and more schools are expected to reopen [3]. Manual attendance systems have been
deemed inefficient due to the potential for errors caused by proxies and impersonation [4],
which can negatively impact the learning process. Therefore, an attendance management
system that allows for efficient and accurate attendance-taking without physical contact
is necessary. Examples of attendance management systems proposed in the past include
Kovelan et al.’s RFID-based system [5], Swain et al.’s fingerprint-based system [6], and
Vinod et al.’s system that combines RFID and fingerprint scans on a Raspberry Pi [7].
However, these systems do not comply with current health protocols, so an alternative
method for attendance taking is needed.
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Face recognitions are considered the most suitable method for attendance taking as
they do not require physical contact, reducing the risk of transmission and minimizing er-
rors caused by proxies and impersonation. Bah and Ming [8] presented a face recognition-
based attendance system that uses the improved Local Binary Pattern Histogram (LBPH)
method, Bhattacharya et al. [4] used a Convolutional Neural Network (CNN), and Arsen-
ovic et al. [9] utilized the FaceNet CNN model. To quickly take attendance while lowering
the danger of COVID-19 transmission, a face recognition technology that can accurately
recognize people while wearing masks is required.
Although general occlusions such as sunglasses and partial captures have been studied

in the past, the effect of facial occlusion generated by a face mask is critical considering the
most recent COVID-19 outbreaks [9]. A study by Saib and Pudaruth [10] demonstrated the
possibility of having a high degree of accuracy while recognizing faces using a face mask.
To improve accuracy, Anwar and Raychowdhury [11] proposed retraining models with
masked face images. Despite these advancements, an important issue has been overlooked
in these studies: the effectiveness of the suggested methods on edge devices.
To address this gap, this study utilizes a Raspberry Pi 4 device to ensure efficient

processing. We evaluate the performance of various existing face recognition models
across different masked scenarios, incorporating both masked and unmasked train and
test datasets. Additionally, we include a baseline scenario for performance comparison.
By doing so, we aim to provide valuable insights into the following contributions:

1) Present the best scenario that an existing pretrained model performs in;
2) Present a model that is less affected by masked face recognition while performing well

on a lightweight device.

This paper is structured by presenting the related study which contains the original
works in which the model was proposed in Section 2, followed by detailed experiments
design and implementation in Section 3. The final part of the paper would cover results
and discussion in Section 4 before presenting a brief conclusion of the study in Section 5.

2. Related Works. The models utilized in the experiment, including FaceNet, VGG-
Face, ArcFace, and MobileFaceNet, are introduced in this section. These models were
selected due to their widespread use and applicability as well as the accessibility of nu-
merous online resources. Face recognition-based attendance systems were described in
earlier research by Bah and Ming [8], Bhattacharya et al. [4], and Arsenovic et al. [9]
utilizing a variety of models.
ArcFace, developed by Deng et al. [12], is a face recognition model that focuses on

generating highly distinct features for face identification. FaceNet, proposed by Schroff et
al. [13] in 2015, utilized the triplet loss function and enabled distance comparison between
faces. It has been widely used for face recognition tasks. MobileFaceNet, introduced by
Chen et al. [14], is an efficient variant of FaceNet that utilizes the MobileNetV2 architec-
ture as its backbone, aiming to reduce computational costs. VGGFace, created by Parkhi
et al. [15], is a deep face recognition model that leverages a large dataset of 2.6 million
pictures and 2,622 identities to generate face descriptors. This model has been influential
in the field of face recognition.
Several previous studies have explored the potential to enhance the performance of

existing face recognition methods in recognizing masked faces [16]. For example, in a
study by Mundial et al. [17], an accuracy of 97% was achieved on a Real-world Masked
Face Dataset using a combination of CNN and SVM techniques. Another study by Negi
et al. [18] demonstrated accuracies of 97.42% and 98.97% by employing CNN models
built from scratch and VGG16 model with transfer learning, respectively, on a Simulated
Masked Face Dataset. In line with these efforts, the present study aims to evaluate the
performance of existing face recognition models on a standardized mobile device, such as
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Raspberry Pi, when confronted with masked faces. The performance comparison will be
conducted in terms of accuracy and computational time for each model.

3. Method. The aim of this research is to determine the most accurate and time-efficient
model for face recognition on masked faces. The experiment consists of five stages: dataset
collection, dataset processing, face embedding extraction, classifier training, and evalu-
ation. The experiment is performed on both a personal computer and a Raspberry Pi
4.

In the first stage, two datasets with distinct characteristics are collected to represent
different conditions. The second stage involves using a tool named MaskTheFace by An-
war and Raychowdhury [11] to mask faces in images and generate a masked face dataset,
which is then split for training and testing. In the third stage, face embeddings are ex-
tracted from the images using several pre-trained models. In the fourth stage, classifiers
for each model are trained using support vector machine and the face embeddings ob-
tained in the previous stage. Finally, in the fifth stage, the trained classifiers are tested
and evaluated.

3.1. Dataset collection. In this experiment, two datasets are used: the Yale Face dataset
and the PINS face recognition dataset. The Yale Face dataset is used to represent a con-
strained environment for face recognition, while the PINS dataset represents a more com-
plex and unconstrained environment. Both datasets are then transformed using MaskThe-
Face, a tool developed by Anwar and Raychowdhury [11], to create new masked datasets
that will serve as evaluation instruments.

3.2. Dataset augmentation and split test train. The unmasked dataset, the cropped
dataset, and the dataset with the area below the nose removed were all created for the
study. Then, the masked dataset was produced by applying masks to the unmasked dataset
using the MaskTheFace tool [11]. The masks were randomly selected from four different
types, namely surgical, N95, KN95, and cloth. Samples of the datasets are shown in Figure
1, while the distribution of the datasets is presented in Table 1.

When constructing dataset for each generated dataset, some data are discarded when
face landmark for cropping or MaskTheFace tools fails to output the desired results.

Figure 1. Sample images from non-masked, masked, and cropped PINS
dataset and Yale Face dataset

Table 1. Dataset train and test distribution

Dataset Subject Generated dataset Train image Test image

PINS 105
Non-masked dataset 8838 2070

Masked dataset 7297 1744
Cropped dataset 6577 1594

Yale Face 15
Non-masked dataset 121 45

Masked dataset 105 45
Cropped dataset 113 42
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To evaluate the performance of face recognition models on real-life application, several
scenarios were constructed with these generated datasets:

1) Trained using non-masked dataset, tested using non-masked dataset;
2) Trained using masked dataset, tested using masked dataset;
3) Trained using non-masked dataset, tested using masked dataset;
4) Trained using cropped dataset, tested using cropped dataset.

Scenario 1 serves as a baseline for comparison because it is the scenario that represents
the optimal use case of face recognition models. Scenario 2 represents a situation where
a face recognition system is trained using images of masked faces to recognize images
masked faces, while scenario 3 represents a situation where an existing face recognition
system, which was trained using images of un-masked faces, is presented with masked
faces to recognize. Scenario 4 aims to ignore the mask and only use upper part of the
face which is not occluded to do face recognition.

3.3. Feature extraction. The DeepFace Python library [19] provides a range of face
recognition models that are publicly available. In a prior study by Serengil and Ozpinar
[19], FaceNet, ArcFace, and VGGFace achieved the highest accuracy on the LFW dataset.
Thus, these models were selected for evaluation in our research. We also included Mo-
bileFaceNet as it is known to be a more lightweight version of FaceNet. We implemented
the FaceNet, ArcFace, and VGGFace models using the DeepFace library [19], while the
MobileFaceNet model was obtained from a repository by Zye [20], which is a Tensorflow
2 implementation of the model proposed by Chen et al. [14].
We obtained face embeddings for each of the models using the represent function from

the DeepFace library [19]. This function resizes the input images according to the input
size of each model, normalizes them, and uses the model to predict face embeddings. We
followed the same process to obtain face embeddings for MobileFaceNet.

3.4. Training classification model. In this study, the SVM classifier was implement-
ed using the scikit-learn library. The input face embeddings were normalized using the
sklearn.preprocessing.normalize function. The normalized embeddings were then used to
train the classifier model, created with sklearn.svm.SVC and a linear kernel.

3.5. Model evaluation. A Raspberry Pi 4 and a PC (Intel i5-8300H CPU, Nvidia GTX
1050 Ti mobile GPU) were utilized in the experiment. The average computation time
and accuracy percentage were evaluated. Correctly identified faces were used to mea-
sure accuracy, while total computation time per face/image was used to measure average
computation time. While average computation times varied between scenarios, accuracy
calculations were equivalent across platforms.

4. Result and Discussion.

4.1. Accuracy. The Yale Face dataset was used as a baseline for comparison due to
its controlled lighting and pose conditions. The accuracy achieved on this dataset was
higher than that of the PINS dataset. The controlled environment and smaller size of the
Yale Face dataset likely contributed to better model generalization. This highlights the
importance of dataset characteristics and size, as they strongly influence the performance
of face recognition models.
For scenario 2, the classifier performed somewhat worse than in the other scenarios after

being trained and tested on masked datasets. With only a 3% performance difference,
ArcFace and FaceNet were the best-performing models in this scenario. For scenario 3,
it showed a significant decline in performance when the existing models were presented
with masked face images. The performance decrease in accuracy was as much as 31%
from the baseline. This indicates that some models are not directly usable in different
scenarios. However, both FaceNet and ArcFace showed less impact while still experiencing
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Table 2. Accuracy results

Dataset Model
Accuracy (%)

Scenario 1 Scenario 2 Scenario 3 Scenario 4

PINS

ArcFace 98.0193 93.176 79.873 33.3816
FaceNet 98.3091 90.940 80.905 84.7342

MobileFaceNet 93.0917 83.371 65.194 17.8743
VGGFace 92.0772 79.587 61.697 72.5120

Yale Face

ArcFace 100 100 97.7 60
FaceNet 100 100 100 97.7

MobileFaceNet 100 97.7 91.1 53.3
VGGFace 100 97.7 95.5 97.7

a performance decrease. These two models are shown to be flexible enough to be used as
is in the current condition of common masked face subjects.

Results from scenario 4 showed that mong the pretrained models, FaceNet and VG-
GFace maintained their usable accuracy, while ArcFace and MobileFaceNet output un-
usable performance for face recognition. Upon further research on the implementation, it
was found that the different datasets on which the models were trained might be the rea-
son for this performance difference. FaceNet and VGGFace were trained using VGGFace
and VGGFace2 [21] datasets, which are very large academic datasets containing 2,622
identities with 2.6M images and 9,131 identities with 3.31M images [19], respectively.
In contrast, ArcFace and MobileFaceNet were trained using CASIA WebFace datasets,
which is a smaller dataset containing 494,414 images of 10,575 identities.

Except for the fourth case, FaceNet and ArcFace performed comparably across all
scenarios. When compared to the other circumstances, scenario 2 showed the least per-
formance loss. The model’s performance with partial face inputs depended on the dataset
used to train the feature extractor, according to an intriguing conclusion from the fourth
scenario. When given incomplete face regions, models trained on larger datasets showed
stronger robustness.

4.2. Processing time. Another metric obtained from the experiment is processing time,
which is presented in Table 3. MobileFaceNet outperformed all the other tested models
in terms of the time required to do face recognition. This is an expected result since
MobileFaceNet utilizes MobileNetV2 as the model backbone architecture [12]. On the
other hand, VGGFace performed the worst as it is a “very deep” CNN model constructed
with 16 layers of convolutional layers [13]. Meanwhile, ArcFace was implemented using
ResNet34 and FaceNet with Inception v1, with both having a similar number of parame-
ters compared to the other two, with FaceNet containing fewer parameters than ArcFace,
thus performing as expected.

Table 3. Average processing time

Platform Model Avg time (s)

Raspberry Pi

ArcFace 0.80298
FaceNet 0.41194

MobileFaceNet 0.27015
VGGFace 1.97614

Personal Computer

ArcFace 0.09719
FaceNet 0.08636

MobileFaceNet 0.05257
VGGFace 0.37091
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4.3. Summary of result and discussion. It is crucial to highlight that the results
of this study may differ from those of previous studies. A prior work by Wirianto and
Mauritsius [22], for example, attained a high accuracy of 97.13% using the ArcFace pre-
trained model. It is worth noting, however, that their study concentrated on recognizing
faces with surgical masks while also considering other variables such as glasses and varied
positions without masks. In contrast, the current study assesses the models’ effectiveness
in recognizing faces with various types of masks, such as surgical, N95, KN95, and cotton
masks. The results of this investigation may not be as accurate as those of previous study,
but they do provide useful insights into the models’ performance, particularly on masked
faces.
The experiment results indicate that ArcFace performs better than the other models

in scenario 2. However, FaceNet demonstrates more robust performance across the tested
scenarios, particularly in scenarios 3 and 4, where other models experience a significant
decrease in accuracy. Additionally, FaceNet is a more suitable model for use on a Raspber-
ry Pi due to its superior performance time compared to ArcFace, while still maintaining
a comparable accuracy.
The study reveals that feature extraction models pre-trained on larger datasets, such

as the VGGFace dataset, tend to perform better when presented with only a partial face
region, as demonstrated in scenario 4 by the FaceNet and VGGFace models. This suggests
that models trained on a larger and more diverse dataset can generalize well to recognize
faces even with limited visual information.
Overall, the results of this study provide insights into the performance of different

face recognition models on masked faces, considering various mask types. The findings
contribute to understanding the strengths and limitations of the models in real-world
scenarios involving face recognition under mask-wearing conditions.

5. Conclusion. This study compares existing pretrained face feature extraction algo-
rithms in the context of masked faces in devised scenarios, including previously neglected
processing time measures. The benefit of this study is that it identifies a lightweight (low
processing time) face recognition system with good accuracy in the context of masked
faces. This study gives practical insights for the creation of face recognition systems that
may be efficiently deployed on resource-constrained devices by taking both accuracy and
processing time into account.
The evaluation is performed on several generated masked datasets representing different

scenarios for face recognition with masked faces. Results show a decline in performance of
existing models when faced with masked subjects, with the least difference in performance
found in scenarios where the classifier was trained on masked faces. ArcFace performs
better than other models in terms of accuracy when presented with masked subjects, as
shown in scenario 2, but requires twice the processing time of FaceNet to achieve similar
results. These findings suggest that FaceNet is more suitable for use as a face recognition
model on Raspberry Pi due to its shorter processing time and comparable accuracy.
However, it is important to note that the datasets used to train these pretrained models

may have an impact on their performance, as shown in scenario 4. Further studies could
be conducted by training models on the same dataset for a more general comparison. Ad-
ditionally, an actual face recognition system applicable for in-person, hybrid, and remote
learning models could be developed based on these findings.
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