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ABSTRACT. Aiming at the problem that it is difficult to locate the meter in the image of
the pointer meter with complex background, an improved pointer meter detection model on
the basis of YOLOwSs is proposed. First, the ECA (efficient channel attention) module is
added at the end of the backbone network of YOLOuvSs to highlight the important features
of the pointer meter while suppressing the general features, strengthening the network’s
ability to discriminate the pointer meter. Then the Complete-IOU Loss in the original
network is replaced by Focal-EIOU Loss, which improves the regression accuracy of the
bounding box. Finally, training and testing on the data-enhanced dataset, the results
show that the mAP of the proposed model reaches 97.04%, Frames per second reaches
74.57. The model effectively improves the accuracy of pointer meter detection in complex
backgrounds and can meet the requirements of real-time detection in substations.
Keywords: Pointer-type meters, Complex background, ECA, Focal-EIOU Loss, YO-
LOv5s

1. Introduction. Most of the equipment in the substation is distributed outdoors, which
is greatly affected by the environment. The pointer meters are widely used to measure the
working condition of the substation equipment. Intelligent identification systems based
on vision are widely used in substations, dramatically improving the efficiency of staff.
However, most of the pointer meters are installed in complex environments surrounded
by various pipelines and equipments, and there is often interference from the background
when getting the meter images. To recognize the reading of the pointer meter image,
we have to locate the meter from the meter image first, and then perform the reading
recognition. Therefore, it is very necessary to accurately locate the meter from the pointer
instrument image with the complex background.

Target detection algorithms based on deep learning are widely used because of their
great feature extraction ability, high speed and high accuracy. Among them, the regression-
based target detection algorithm, also known as the one-stage target detection algorithm,
such as the YOLO series, has extremely fast detection speed and high detection accuracy.
Therefore, it is favored by most researchers and applied in practical engineering after
being improved.

Gu et al. [1] added a deformable convolution module [2] to the SSD (singleshot multibox
detector) network structure. Although the detection speed of the network is improved,
there is a problem of insufficient detection ability in the detection of small objects; Zhang
et al. [3] improved Faster R-CNN, used VGG-16 as a feature extraction network, and
added feature matching templates to improve detection accuracy; Liu et al. [4] added
the number of anchors on the basis of Faster R-CNN, thereby improving the detection
accuracy of the network. These two methods based on Faster R-CNN cannot meet the
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real-time requirements of substations in terms of detection speed and require high system
performance.

Yin et al. [5] proposed Faster-YOLO, a joint network of deep random kernel convolu-
tional extreme learning machine (DRKCELM) and double hidden layer extreme learning
machine auto-encoder (DLELM-AE) as a feature extractor, which reduces parameter
settings and improves training speed; Yuan et al. [6] improved the feature extraction
network Darknet-53 in YOLOv3 [7] by replacing the original residual module with the
ResneXt [8] residual module and introducing dense connections to optimize the network
structure and improve the efficiency of feature extraction. Although these two improved
methods have a certain improvement in detection speed, they still cannot meet the require-
ments of real-time and some accuracy is lost. Guo et al. [9] optimized YOLOv4 by PID
(proportional-integral-derivative) and applied the optimized framework to road damage
detection. However, the performance of the improved YOLOv4 was barely satisfactory.

The latest version of the YOLO series detection network YOLOv) has reached a new
height in detection speed, and the YOLOv5s model is only a dozen MB, which is easy to
deploy.

Therefore, it is improved on the basis of YOLOvbs. First, the attention module of
ECA [10] is introduced, and the local cross-channel interaction without dimensionality
reduction is realized by adaptively selecting the size of the one-dimensional convolution
kernel, which improves the feature extraction capability of the network model. Secondly,
the loss function CIOU Loss [11] in the original network is replaced by Focal-EIOU Loss
which solves the problem of sample imbalance in bounding box regression and the fuzzy
definition of CIOU aspect ratio. A pointer meter detection method based on improved
YOLOVS5 is proposed, which provides a new method for rapid and accurate detection of
pointer meter in substations.

The rest of this paper is organized as follows. Section 2 introduces the network structure
of YOLOV5. Section 3 describes the structure of the ECA attention module and how to
add this attention module in YOLOv5. Section 4 introduces the loss function used in this
paper, Section 5 shows the experimental results and discussion, and Section 6 gives the
conclusion and future research directions.

2. YOLOvV5 Algorithm Principle. The one-stage target detection algorithm YOLOv5
is improved on the basis of YOLOv4 that greatly increases the detection speed and accu-
racy. It consists of four parts: the input (Input), the backbone network (Backbone), the
network layer (Neck) and the output (Prediction). The Input side has the functions of Mo-
saic data enhancement, adaptive anchor box calculation, and adaptive image scaling. The
backbone network includes a slice structure (Focus), a convolution module, a bottleneck
layer (C3), and a spatial pyramid pooling structure (SPP). The Neck layer is a feature
fusion network, which consists of a feature pyramid (FPN) and a path aggregation net-
work structure (PAN). The Prediction layer performs multi-scale target prediction. The
whole block diagram of the YOLOv5 algorithm is shown in Figure 1.

3. Introduction of ECA Attention Module. The channel attention mechanism
SENet module and the mixed domain attention mechanism CBAM module inevitably
increase the computational burden in order to obtain better performance. ECANet is an
ultra-light attention module for improving the performance of deep CNNs, overcoming the
paradox of performance-complexity trade-off. The ECA module, although involving only
the k (k = 9) parameter, brings significant gains in performance. The ECA module avoids
the side effects of unnecessary dimensionality reduction on channel attention prediction,
and realizes local cross-channel information interaction through one-dimensional convolu-
tion with adaptive convolution kernel size. Calculation formula of convolution kernel size
is



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.14, NO.9, 2023

g

log,C' + b

odd

929

(1)

Among them, £ is the size of the convolution kernel, C' is the number of channels, v and

b are 2 and 1 respectively, and odd means that k can only be an odd number.
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FiGURE 1. Whole block diagram of YOLOv5
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The ECA module structure is shown in Figure 2, where H and W are the height and
width of the features, and C is the number of channels. In the experiment, an ECA
attention module is added at the end of the last C3 layer in the backbone network, and
the structure of the backbone network after adding is shown in Figure 3, where C3 is a

continuous three conv structure.
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4. Replacing the Loss Function. The loss function of the original YOLOv5 is CIOU
Loss. Although it considers the overlapping area, aspect ratio and center point distance of
the bounding box regression, it reflects the difference in aspect ratio, not the real difference
between the width and height and their respective confidences, sometimes appear to
prevent the model from effectively optimizing for similarity. The Focal-EIOU Loss [12]
solves this problem, while adding Focal Loss [13] to focus on high-quality anchor boxes.
The Focal-EIOU Loss is expressed as follows:

L pocar-rov = IOU™ Lgrou (2)

where v is the parameter controling the level of outlier inhibition, and L gjop is expressed
as follows:

2 b, bgt 2 ’LU,’wgt 2 h,hgt
p(z)p(2)+p(2) 3)
c Cc? C;
Among them, b and b9’ represent the predicted frame and the real frame respectively,
p (b,b9") means the Euclidean distance between the two bounding boxes’ centre points, ¢
is the diagonal distance of the minimum closed area that includes both bounding boxes,
2 t 2 t
and 2 (gw ") + 2 (Zf ”) is the width and height loss, where C',, and C}, are the width and
w h
height of the smallest external rectangle that covers both bounding boxes.
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5. Experimental Results and Analysis. The improved model and the original
YOLOV5 network are trained and tested on the self-built data set, and the experimental
results are analyzed and evaluated.

5.1. Dataset expansion. The dataset of pointer meters in the real substation envi-
ronment uploaded by other users is downloaded from the Internet, and it only contains
500 images, which is far from enough for network training. Therefore, data expansion is
carried out by means of image filling, mirroring, flipping, rotation, etc., as well as their
arrangement and combination. The expanded data set contains 2989 images. We use La-
bellmg for manual labeling, mark those that belong to the pointer meter as the meter
class, and those that do not belong to the none class, and normalize the data size to 640
x 640 x 3 and align them.

Canera 01

Image filling Rotating+mirroring+filling Filling+rotating

FiGURE 4. Data expansion methods

5.2. Experimental setup. The software environment of the experiment is 64-bit Win-
dows 10 operating system; Intel(R) Core(TM) i9-10900X CPU @ 3.70GHz; NVIDIA
GeForce GTX 3090 Ti (24GB); memory 64GB; CUDA 11.5; OpenCV 4.5.1 development
platform. The dataset is randomly divided into training set and test set with a ratio of
9:1.
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According to the size of the GPU’s video memory, set the number of pictures to be
processed in each batch to 64. To prevent the loss during training from generating oscil-
lations or exploding gradients, the initial learning rate was reset to 107> after inputting
images. Combined with the above parameter settings, considering the final convergence
of the model, set the number of training to 200 times. Finally, save the weight file of the
trained network model, and the performance of the network model is evaluated using a
test set.

5.3. Network performance evaluation metrics. The Precision (P), the Recall (R),
the mean Average Precision (mAP), the Frames Per Second (FPS) and the model volume
are selected as the main evaluation indicators. The specific formulae are as follows:

TP

P=—"
FP + TP
TP

" FN+ TP (5)
AP — / P(r)dr (6)

1 n

mAP =~ mzﬂ AP, (7)
TP is the number of positive samples predicted correctly, FP is the number of negative
samples predicted incorrectly, FN is the number of positive samples predicted incorrectly,
and AP is the average precision. P represents the prediction accuracy in the positive
sample results, R is the proportion of correct predictions to all actual positives, and mAP
reflects the accuracy of the model. The higher the value of mAP, the higher the accuracy
of the model. FPS represents the number of images processed per second. The bigger the
FPS, the faster the model can detect.

5.4. Ablation experiment. To verify the effectiveness of the improved method on the
YOLOv5s model, the improved model and the original YOLOv5s were used for ablation
experiments on the augmented dataset. The original YOLOv5s network, the network after
adding the ECA attention mechanism, and the network after replacing the loss function
are used for model training. Under the condition that the IOU value is 0.6, the samples of
the test set are used to predict each version of the model. The results of the experiment
are shown in Table 1. It can be seen that after introducing the ECA attention module
alone, the accuracy rate P is increased by 5.7%, and mAP@0.5 is increased by 3.17%.
After replacing the loss function alone, the accuracy P increased by 5.9%, and mAP@0.5
increased by 4.01%. After introducing the ECA attention module and the replacement
loss function at the same time, the precision rate P is increased by 8.4%, the recall rate
is increased by 0.3%, and the mAP@Q.5 is increased by 4.48%.

There is a multitude of equipment in the substation, and it is better to make a false
detection than to miss it. Therefore, the higher the recall rate of the model is required, the
better. The above experiments show that adding the ECA attention mechanism module

TABLE 1. Ablation experiment

Module .
ECA Focal EIOU | T recision/%  Recall/% mAP@0.5/%
x X 79.2 96.4 92.56
i X 84.9 95.8 95.73
YOLOv5s v v %51 o1 o1
Vv Vv 87.6 96.7 97.04
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and replacing the loss function with Focal-EIOU Loss in the YOLOv5s network model
can improve the accuracy of the model while ensuring a high recall rate, and improve the
accuracy of substation pointer meter detection.

5.5. Comparison of different network models. In trying to validate the effectiveness
of the improved YOLOv5s model in this paper, it was compared with YOLOv4 and
the two-stage network Faster R-CNN on the same dataset and the same configuration
environment, and the comparison results are shown in Table 2. From the results in Table
2, we can see that the improved model is optimal compared to the other methods in terms
of mAP and P, reaching 97.04% and 87.6% respectively, and is only 0.4% and 2.35 away
from the optimal value in R and FPS, respectively.

TABLE 2. Comparison of different network models

Network models  Precision/% Recall/% mAPQ0.5/% FPS/(frame/s)

YOLOv5s 79.2 96.4 92.56 76.92
YOLOv4 77.5 97.1 95.73 71.42
Faster R-CNN 82.9 94.7 96.57 72.31
Improved YOLOv5s 87.6 96.7 97.04 74.57

The model in this paper improves detection accuracy while keeping a faster detection
rate. It has obvious advantages over the other 3 models.

Finally, the improved model was used on the test set for detection and to show some
of the data. As shown in Figure 5, it can be directly seen that the model can accurately
detect pointer meters even in complex backgrounds.

FIGURE 5. Detection results

6. Conclusions. This paper proposes a pointer meter detection method based on an im-
proved YOLOvV5 model to address the problem that pointer meters images photographed
in complex environments of substations have complex backgrounds, from which it is diffi-
cult to locate pointer meters. The ECA attention module is added to the original YOLOv5
network structure to strengthen the feature extraction ability, and the CIOU Loss in the
original network is replaced by the Focal-EIOU Loss to improve the bounding box regres-
sion accuracy. The substation pointer meter dataset was expanded by data enhancement
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for the training and testing of the network model. Experimental results on the test set
show that the mAP@Q.5 of the improved network model reaches 97.04%, precision reaches
87.6%, and from the FPS of the model, it can be calculated that the detection time of a
single pointer meter image is 0.013 s, which meets the actual needs of the substation.

This method replaces the manual visual inspection method in detecting the presence
of pointer-type meters for substation inspection needs, which significantly improves the
efficiency of substation inspection and is of great significance. In prospective work, we will
investigate how to improve the robustness of the network to apply it to the positioning
of various equipment in substations.
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