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Abstract. Recent years have seen a decline in Japanese students’ reading and writing
skills. Although the faculty of engineering departments require students to write experi-
ment reports as part of their coursework, much time is spent on Japanese writing itself
rather than the content. Additionally, report instruction is generally inconsistent depend-
ing on the faculty member’s field of expertise and experience, and there is no systematic
instructional method. Therefore, we developed an educational support tool to detect collo-
quial language, which is one of the most frequently observed items in report instruction by
engineering teachers. This tool is designed to help students acquire self-correction ability
by having them identify colloquialisms themselves. Because the list of colloquial words
used in this tool for science papers is limited to a small vocabulary of detectable words,
this study attempts to add synonyms acquired using Word2Vec to our proposed list of
colloquial words for science papers to make it capable of handling more colloquial words.
We verified the results on actual report documents submitted by students and confirmed
that the colloquial word list with added synonyms can be used to detect more colloquial
expressions than the conventional one.
Keywords: Academic writing, Scientific reports, Colloquial words detection, Education
support tool, Word2Vec

1. Introduction. In recent years, there has been a decline in the writing skills of Japan-
ese students. According to the latest (2018) results of the Programme for International
Student Assessment (PISA), conducted by the Organization for Economic Cooperation
and Development (OCED) or 15-year-old students, Japan ranks 15th out of 77 countries
in reading comprehension, 6th out of 78 countries in mathematical literacy, and 5th out of
78 countries in scientific literacy. Reading comprehension is at an all-time low [1], which
is detrimental as reading and writing skills are essential for university students. In many
classes, students are required to write reports to check their understanding of the content,
and writing a graduation thesis is a requirement for completing a bachelor’s degree. Con-
sequently, “Academic writing” classes are generally offered to improve the reading and
writing skills of Japanese students in their first year of college. However, it is difficult for
students who have not received sufficient training in reading and writing before entering
university to become proficient in academic writing through first-year education alone.
This is especially true in the Faculty of Engineering, where the author belongs.

This study aims to improve the writing skills of science students, several of who strug-
gle in this regard. However, scientific reports do not require a high level of skill or the
use of metaphors, and by understanding the rules of scientific writing and familiarizing
themselves with the format, even students who are poor at writing can fulfill the require-
ments for writing such reports. In this study, we focused on the detection of colloquial
words and rewriting them into formal words, which is one of the most frequently identified
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issues by instructors in teaching reports in the Faculty of Engineering. Further, we have
developed a prototype version of a colloquial words checker for scientific reports [2]. We
add synonyms to the Scientific Report Colloquial Words list (SRCW list) proposed in the
previous study based on Yamashita’s Report Colloquial Words list (YRCW list) [3] using
Word2Vec [4,5] aiming to make the tool handle more colloquial words.
The remainder of this paper is organized as follows. Section 2 introduces related studies

and existing systems developed to improve academic reading/writing skills. Section 3
explains the basic concept of our method. Section 4 reports the procedure for adding
synonyms to an existing vocabulary on our SRCW list. Then Section 5 concludes the
paper.

2. Related Studies and Existing Systems. The ability to input (read) and output
(write) information from written media is essential in today’s information society. Fur-
thermore, it was recently revealed by the 2018 PISA results that there is a decline in
the reading comprehension skills among the youth in Japan [1]. Many studies have been
conducted to improve students’ reading and writing skills regardless of their age.
The Reading Skill Test (RST ) [6,7] is a computer-based test (CBT) that assesses “the

ability to read and comprehend questions according to the rules of the Japanese language”
for children in the sixth grade and above as well as adults. Previous RST research has
revealed a correlation between reading comprehension and deviation score, i.e., improve-
ment in reading comprehension is essential for academic achievement [7].
Evaluating student submissions often relies on instructors’ experiential linguistic knowl-

edge and intuition, making it difficult to generalize the evaluation of learners’ writing skills
[8]. Lee et al. developed a web-based real-time writing assessment system called jWriter
[9]; as it is designed for students learning Japanese as a foreign language, it is based on
the I-JAS Corpus (International Corpus of Japanese as a Second Language). The sys-
tem evaluates sentences based on the difficulty of the words and vocabulary in the input
sentences, as well as the number of connecting words, thus allowing Japanese speakers to
obtain useful feedback on their own writing. Lee and Hasebe also developed a readability
evaluation system called jReadability [10]. They visually classified texts extracted from
100 Japanese textbooks into six readability levels. Then, they conducted a discriminant
analysis based on the average sentence length, the percentage of Chinese words, Japanese
words, verbs, and parts for each group of texts at the six levels. The system calculates
readability using a linear regression equation composed of the above variables for the
input texts.
A vast vocabulary is considered to be an important requirement for second language

acquisition. In other words, measuring the size and quality of a subject’s vocabulary
may provide an estimate of how proficient he/she is in the language. Hamada et al. [11]
developed a method to measure the vocabulary size for Japanese learners of English to
assess the learners’ vocabulary proficiencies. By using 8,000 words from the new JACET
(Japan Association of College English Teachers) Basic Word List, they aimed to eliminate
inaccuracy of the content and overestimation of the estimated vocabulary size. It may
also be possible to apply this to assessing the reading and writing ability of Japanese
students.
As we have seen, most studies have focused on assessing reading and writing skills

and it is therefore crucial that these attempts accurately represent and improve students’
reading and writing skills. With regard to the specifics of what needs to be improved, we
consider the following example: when writing reports, university students are required
to explain their content logically. However, in this study, we aim to eliminate more basic
expressions that are unlike the ones used in reports; in other words, we focus on colloquial
words.
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Yamashita et al. [3] developed a web-based system, Colloquial Words Checker, to elim-
inate colloquial words in report documents. First, Yamashita et al. collected colloquial
words from 13 Japanese language textbooks and constructed a list of such words. We refer
to this list as Yamashita’s Report Colloquial Words list (YRCW list). The tool developed
by Yamashita et al. displays the colloquial words in the text input by the user as well as
the corresponding written words. This allows the user to obtain information about the
colloquial words in his or her own written reports and on ways to rewrite their reports.

3. Colloquial Words Checker for Scientific Reports.

3.1. Basic idea behind the development of the colloquial words list. This study
aims to improve the ability of students to detect expressions that are not typically used
in reports, i.e., colloquial language. This ability is easier to acquire via self-learning and
entails translating the colloquial words into those that are more appropriate for scientific
reports.

The basic analysis performed in this study revealed that many of the colloquial ex-
pressions in the YRCW list including the corresponding written expressions, are not used
in scientific reports [2]. We therefore excluded the highly broken colloquial expressions
contained in the YRCW list and added the ones extracted from the reports submitted in
previous years’ classes, to construct the Scientific Report Colloquial Words list (SRCW
list) [3]. The colloquial words on the list were then classified into the following three cat-
egories: (Category 1) Appropriate for science reports: the written word that corresponds
to the colloquial word is appropriate for science reports, (Category 2) Usable with cau-
tion: The written words that are colloquial but can be used in scientific reports (however,
they need to be used with caution), and (Category 3) Inappropriate: written words that
are colloquial and cannot be used in scientific reports.

The classification was based on the subjective judgments of two teachers: the experi-
ment supervisor and a teacher who teaches Japanese writing to engineering students. See
[2] for examples of specific colloquial expressions classified into each category.

3.2. Overview of our tool. Self-correction of colloquial words requires two abilities:
1) the ability to find colloquial words and 2) the ability to rewrite the identified collo-
quial words into scientific ones. We developed a prototype of web-based colloquial words
checker using Node.js to improve this “self-detection” ability [2]. Specifically, the proce-
dure employed can be described as follows: students first input a portion of the text of a
report and then upload it to the tool by selecting the colloquial words contained in the
text on the GUI. The tool then matches the entered colloquial words with the ones on
the SRCW list and returns the corresponding formal words if there is a match. In other
words, the tool performs the detection of colloquial words on its own, and only for those
words that it is able to find on its own, the corresponding formal words and usage notes
can be visually verified. This allows the user to learn the process of detecting colloquial
words and converting them into scientific ones in a step-by-step manner. Further details
of this procedure are provided in [2].

4. Acquisition of the Colloquial Vocabulary Using Word2Vec.

4.1. Word2Vec. Word2Vec is used in a variety of fields to acquire synonyms. For ex-
ample, Nguyen et al. [12] used it to determine similar words for opinion mining. In our
previous study, we calculated the similarity between the words in the discussion corpus
as well as between those in the taxonomy classification table and increased the number of
keywords used for classification by adding words with high similarity to the classification
table [13].

One-hot vector is a vector whose dimension is equal to the total number of words in
the vocabulary, where any one word in the vocabulary is represented by 1 and all the
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other words are represented by 0. The number of dimensions of this vector increases with
the increase in the number of words in the vocabulary. The distributed representation of
words involves expressing the meaning of a single word as a low-dimensional vector of tens
to hundreds of dimensions. The basis of the distributed representation is distributional
hypothesis: the meaning of a word is determined by its surrounding words. For example,
in the sentence, “I drink soymilk every day”. If the meaning of the word “soymilk” is
unknown, it can be inferred from the surrounding words that “soymilk” is a type of drink.
Mikolov et al. proposed a method for learning high quality word vectors from a large

number of words [4,5]. Word2Vec allows us to represent the features of the word using
a feature vector as distributed representation. It has the structure of a two-layer neural
network consisting of an input layer, a hidden layer, and an output layer, as shown in
Figure 1. All the units of the adjacent layers of this network are connected. The occurrence
probabilities of the surrounding words are learned by taking a word as input and providing
the surrounding words as training data. We obtain the weight matrix WV×N between the
input and hidden layers of the model tentatively in this manner. This weight matrix is
the distributed representation of the words, and the goal is to obtain an n-dimensional
feature vector that represents features of the input word using the one-hot vector as a
lookup table.

Figure 1. Structure of Word2Vec (based on the Skip-gram model)

The occurrence probabilities of surrounding words, which is the output of the model, is
obtained by calculating the inner product of the weight matrices, which is the distributed
representation of the word, and the weight matrix, which is the distributed representation
of the surrounding words. The next step is to calculate the cosine similarity between
the words. We regard the top 10 similarity words obtained by Word2Vec as synonym
candidates.

4.2. Acquisition of synonyms. We used gensim, an open-source Python library for
vectorizing the documents, to acquire synonyms using Word2Vec. Here, fastText [13]
and chiVe [14] were used as Japanese distributed representations, both of which have a
large vocabulary with a vector dimension of 300. fastText [13] is a trained Word2Vec for
Japanese language and has a vocabulary of 2 million words. Its training data were acquired
using a web crawler and Wikipedia, and its morphological analyzer isMeCab. chiVe [14] is
the largest Japanese word distribution representation (over 3 million vocabulary) and uses
the Sudachi morphological analyzer and the National Institute for Japanese Language
and Linguistics Web Japanese Corpus (NWJC), which is a large corpus of 25.8 billion
words. All of Sudachi ’s multi-granular segmentation results were used for training chiVe
to strengthen its vocabulary. In addition, longer entity representations and compound
words were made to become more similar to their constituent words.
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We obtained synonyms for the 153 words in the SRCW list using fastTest and chiVe.
The top 10 words in the calculated similarity per individual colloquial word were treated as
candidate synonyms. We determined correctness of the synonyms visually, and the number
of correct answers out of the top 10 was calculated as the precision of the synonyms.
Precisely, the average precision was calculated by averaging the precision of all 153 results.
With fastText, we could acquire more synonyms (1,120) than when using chiVe (590),
whereas chiVe had a higher average precision (35%, 208 correct synonyms) than fastText
(31%, 351 correct synonyms). Overall, a total of 559 synonyms were obtained for the
colloquial words in the SRCW list.

4.3. Comparison of colloquial word detection performance. Among the 559 syn-
onyms acquired, words that could be regarded as the same word, such as the difference
between kanji and hiragana, words that were not appropriate for the report, and could
be regarded as written words rather than colloquial words were excluded. As a result, as
shown in row (a) of Table 1, the total number of colloquial words acquired by chiVe was
181* and by fastText was 293* (* Some of these words are common to chiVe, fastText,
and SRCW list). All, which includes the vocabulary contained in all chiVe, fastText, and
SRCW without duplication, had a vocabulary count of 549.

Table 1. Comparison of the # of kinds of detected words in 4 sets of
colloquial words

Evaluation items chiVe* fastText* SRCW All
(a) # of colloquial words 181 293 153 549

(b) # of kinds of words detected from reports 26 59 52 107
Precision (a)/(b) 14% 20% 34% 19%

Next, colloquial words in the four sets of vocabulary listed in Table 1 were retrieved
from the entire 120 reports submitted by 20 students as class reports for the first semester
of the 2022 experiment. All detected 107 types of colloquial words. Although the precision
was less than the original SRCW, the total vocabulary count increased by 396 and the
number of colloquial word detected increased by 55, compared to the original SRCW. We
have already revealed that SRCW list detects more colloquial words than YRCW list in
[2]. Here, the new SRCW (All : chiVe + fastText + SRCW list) showed the capability to
detect more colloquial words than previous SRCW list from an unknown set of reports. We
confirmed that the Word2Vec vocabulary acquisition improved the colloquial word list.

5. Conclusions. This paper reported our first attempt to acquire synonyms usingWord-
2Vec and to increase the vocabulary of a list of colloquial words for scientific reports. We
confirmed that the Word2Vec vocabulary acquisition improved the colloquial word list.
Future tasks include improving the accuracy of synonym acquisition using Word2Vec and
testing the tool in actual classes.
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