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ABSTRACT. In view of the problem that it is difficult to identify tea buds due to the
influence of light background and other factors in the natural environment, this paper
presents an improved YOLOv5s target detection algorithm for the identification of tea
buds. Firstly, we establish our own tea bud data set by taking photos and data enhance-
ment, secondly, the data are preprocessed by median filtering to reduce the influence of
background on recognition accuracy, and then the attention mechanism and small target
detection layer are added to the network to improve the detection performance of small
targets and occluded targets. Finally, the data set is manually labeled and imported into
the network for training. The experimental results show that the improved model achieves
90.87% in the mAP@O0.5 value of tea bud recognition, and it is 3.28% higher than the
mAP@Q.5 of the original YOLOvSs algorithm, and has a good effect on tea bud recogni-
tion in natural environment.

Keywords: Tea bud, Natural environment, YOLOv5s, Target detection, Attention
mechanism

1. Introduction. Tea originated in China. As one of the main cash crops in China, it
plays an important role in the development of agricultural production. At present, tea
buds are mainly obtained by manual picking and machine picking, and due to the diff-
erence in color and shape between young buds and old leaves, manual tea picking is very
time-consuming and labor-intensive, which is not conducive to the improvement of tea
production efficiency in China; machine tea picking solves the speed of tea picking and
improves the efficiency of tea picking, but it cannot accurately identify the tender buds
and old leaves of tea, cannot guarantee the quality of tea picking, and reduces the high-
end sales value of tea. Therefore, an intelligent tea picking technology with selectivity,
high efficiency, low consumption and low damage rate has become the general trend, and
tea bud recognition is a key link in the research. In recent years, the deep learning method
based on computer vision has made great innovation and breakthrough in the fields of im-
age classification, target detection and so on. Convolutional neural network has achieved
great success in the field of graphics processing and image recognition. Therefore, tea bud
recognition based on deep learning has great research significance and practical value. The
target detection algorithm is mainly divided into two ideas: the first is “two-step”, which
first recommends the region and then classifies the target. Typical representatives include
R-CNN series (R-CNN [1], Fast R-CNN [2], and Faster R-CNN [3]), and Xu et al. [4] used
fast R-CNN algorithm to detect tea buds, although its detection accuracy is not low, it
is far from meeting the needs of real-time detection in terms of speed; The second is “one
step”, that is, based on the regression idea of deep learning, one network is used to achieve
end-to-end in one step. Typical representatives are YOLO [5] and SSD [6], Wang et al. [7]
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first proposed using SSD algorithm to detect tea buds in the one-step target detection
algorithm, and Xu et al. [8] completed the detection of tea buds through the optimiza-
tion of YOLOv3. YOLOv5 in YOLO series has almost the fastest detection speed and
better detection accuracy. There are many latest studies in various industries today, for
example, Yu et al. [9] used improved YOLOV5 to detect the wearing of masks; Fang et
al. [10] realized the recognition of off-line digital symbols by using YOLOv5. However, at
present, the use of YOLOvV5 algorithm to identify tea buds at home and abroad is still
in the conceptual state, and there is no relevant research. In order to facilitate training,
this paper improves the YOLOv5s algorithm with the smallest model in the YOLOv5
series, introduces the SE-Net attention module and adds a small-size detection layer. The
improved model improves the mAP@0.5 of tea bud detection by 3.28% compared with
the original YOLOvb5s algorithm, and has a better effect on tea bud recognition in natural
environment. This paper is divided into five chapters. The first chapter is the introduc-
tion, the second chapter is the research on the preprocessing technology of tea images,
the third chapter is the improvement of YOLOv5s algorithm, the fourth chapter is the
analysis and comparison of the results, and the fifth chapter is the conclusion.

2. Data Set Production.

2.1. Image acquisition. Because there is no public data set of tea bud images, the tea
bud images of this experiment were taken with mobile phone rear camera in Meishan,
Mingshan and other places in Sichuan Province in April 2020. A total of more than 2000
images were taken, with image pixels of 4160 x 3120. Then they were intercepted into
640 x 640 pixels, JPG format images. Figure 1 shows some of the intercepted images.
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2.2. Image preprocessing. The main purpose of image preprocessing is to eliminate ir-
relevant information in the image, restore useful real information, enhance the detectabil-
ity of relevant information and simplify the data to the greatest extent. Firstly use 3 x 3
size median filter for filtering and noise reduction of tea original image. Filtering and
noise reduction can not only ensure the integrity of the original image information of tea
as much as possible, but also preliminarily eliminate the useless noise information in the
image, which is convenient for subsequent image processing. Compared with traditional
machine learning methods, the parameters of deep neural network are very large, and
there are many nonlinear operations. If there are not enough data samples for training,
the neural network will be over fitted and cannot get good generalization ability. The tea
sample images taken in this experiment cannot meet the sample needs of neural network
training and learning, so it is necessary to enhance the original tea sample images sec-
ondly. The commonly used data enhancement methods mainly include mirror operation,
rotation, scaling, clipping, translation and adding noise. In this experiment, the collect-
ed data of more than 2000 tea samples were artificially selected and adjusted, and 1000
sample data were selected to make the number of samples roughly the same, and then
the tea sample data were horizontally mirrored to expand the tea sample data to 4000.
Finally, the labelimg image annotation tool is used to annotate the tea bud image data
to obtain the category and position of the bud target in the image.

3. Improvement of YOLOv5s Algorithm.

3.1. Attention mechanism. Attention mechanism comes from the way the human brain
processes visual information. By rapidly observing the global information of the image,
human beings find out the candidate area that needs to be focused, that is, the location of
the focus, and will focus on this area to extract more detailed information of the target.
Because of its powerful and effective forms, it has been widely used in deep learning,
especially in deep-seated high-performance networks.

The attention module of SE-Net [11] channel can optimize and learn the characteristic
information of specific categories in the deep-seated network. The overall structure of
SE-Net is shown in Figure 2. F, refers to squeeze operation, F, refers to excitation
operation, and F.,. refers to scale operation. Firstly, the squeeze operation is performed,
and the feature vectors of three channel dimensions output by the original YOLOv5s
network detection layer are compressed by global pooling (256, 512, 1024), obtain the
global information between the features of each channel, and change the feature graph
U(H x W x () into a scalar of 1 x 1 x C. Then, the two full connection layers establish a
correlation model between channels, carry out nonlinear transformation between channel
features, and output the weight information of channel C. The ReLLU activation function
is added between the two fully connected layers to increase the nonlinearity between
channels. Then the sigmoid function is used for weight normalization. Finally, the features
between channels are weighed by scaling operation, and the weights between channels are
multiplied by the features of the original feature map to obtain a new channel weight. The
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FiGURE 2. The structure of SE-Net
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weight proportion between small target channels is increased, so as to guide the model
to pay more attention to the relevant feature information of small targets, strengthen the
training of these features, and further improve the detection performance of the model
for small targets.

In order to use the pre training weight after adding the attention mechanism, this paper
only introduces the SE attention module in the last layer of the backbone of YOLOvb5s,
and the structure is shown in Figure 3.
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FIGURE 3. YOLOv5s backbone structure with SE-Net

3.2. Adding small size detection layer. YOLOv5s detects on three scales, which are
accurately given by sampling the input image size by 32 times, 16 times and 8 times,
respectively. In this study, the tea buds in the same picture are far and near. However,
some tea buds with long distance have small targets and are densely distributed in the
images taken from a long distance. The generalization ability of the small-scale detection
layer of YOLOvV5s for these tea buds is poor. Therefore, we add a new small-scale detection
layer, which is obtained by down sampling the input image size four times. The small-scale
detection layer generates the feature map by extracting the low-level spatial features and
fusing them with the deep semantic features. The new small-scale detection layer makes
the target detection network structure have better ability to learn multi-scale targets, as
shown in Figure 4. It is suitable for detecting small and dense tea bud targets in the
image.

4. Analysis of Experimental Results.

4.1. Experimental setup. The operating system of this experiment is Windows 10, the
CPU is Intel (R) Core (TM) i5-10300H, the GPU is GeForce GTX 1650T1 with 6GB video
memory, and the framework is Pytorch. The data set is randomly divided into training set,
verification set and test set according to the ratio of 8 : 1 : 1. We set the initial learning
rate and the number of training rounds for the input image, and use SGD (Stochastic
Gradient Descent) method to optimize the learning rate in the training process. See Table
1 for the specific settings of network training super parameters.

TABLE 1. Parameter setting

Parameter Value
Input image size | 640 x 640
Initial learning rate 0.01
Bacth size 8
Epoch 300

4.2. Network performance evaluation. Expressing the prediction box as tea shoots
and background can generate three potential predictions: true positive (TP), false positive
(FP) and false negative (FN). If the IoU of the detection box and label box is greater than
0.5, the detection box is marked as TP; otherwise it is marked as FP. If the detection box
has no matching dimension box, it is marked as FN. TP and FP are the number of tea
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FI1GURE 4. YOLOv5s backbone structure with SE-Net

shoots correctly and wrongly detected, respectively. FN represents the number of non tea
shoots wrongly detected. Accuracy (P) and recall (R) are defined as

TP
P=5p 7P (1)
TP
=Ty + TP (2)

P and R affect each other and cannot be directly used to evaluate the detection accuracy.
Therefore, we introduce the average accuracy (AP) to represent the detection accuracy.
AP refers to the average accuracy of tea bud detection. Map refers to the average value
of AP, which is to calculate the average AP value of multiple categories. Because the
identification of tea buds is two categories, only the buds and background need to be
distinguished during detection and identification, so here AP = map. Therefore, higher

AP means higher detection accuracy.

AP = /O P (3)
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4.3. Result analysis.

4.3.1. Performance comparison. The performance comparison of each part of the model
before and after improvement is shown in Table 2. It can be seen that each improvement
has a certain improvement compared with the original model.

TABLE 2. Performance comparison before and after model improvement

Model P/% | R/% | mAPQ@0.5/%
YOLOv5s 87.53 | 88.76 87.59
YOLOv5s+SE-Net 89.39 | 90.10 89.56
YOLOv5s+Adding layer 89.23 | 90.15 89.44
YOLOv5s+SE-Net+Adding layer | 90.23 | 91.86 90.87

4.3.2. Comparison of target detection algorithms. In order to further verify the feasibility
of this algorithm, it is compared with mainstream target detection algorithms such as
SSD, Faster R-CNN, YOLOv3, YOLOv4 and YOLOX under the same data set and
experimental settings. The experimental results are shown in Table 3. It can be seen from
Table 3 that for the identification of tea buds, the average accuracy rate of the improved
algorithm based on YOLOvbs proposed in this paper is better than other algorithms.
Although the detection speed is lower than SSD algorithm, the accuracy rate of SSD
algorithm lags too much, so the reference value of comparison is small. On the whole, the
algorithm proposed in this paper has achieved good results in comprehensive performance.

TABLE 3. Comparison results of target detection algorithms

Model mAPQ@0.5/% | FPS
Faster R-CNN 84.11 5.29
SSD 79.91 32.25
YOLOv3 87.81 13.33
YOLOvbHs 87.59 23.47
YOLOX_s 89.12 11.66
Ours 90.87 20.89

4.3.3. Detection comparison. The comparison of tea bud detection results is shown in
Figure 5. On the left is the original YOLOv5s detection diagram, and on the right is the
improved model detection diagram. It can be seen that the missed detection of the original
model is more serious. After the improvement, the missed detection rate is reduced, the
detection effect of small targets is better, the generalization ability is better in dense
scenes.

5. Conclusion. In order to solve the problems existing in the current traditional tea
bud picking methods, an improved tea bud recognition algorithm based on YOLOv5s
is proposed in this paper. Firstly, use 3 x 3 size median filter for filtering and noise
reduction of tea original image to reduce the influence of background on the detection
effect, and then adding SE-Net attention module and small target detection layer improves
the detection effect of the model for small targets and the generalization ability in dense
scenes. Through comparative experiments, it can be seen that the improved model is
better than the original YOLOv5s model in accuracy, recall and average accuracy, and
has a good detection effect on small targets and occluded targets in dense scenes, which
shows that the method proposed in this paper is feasible for tea bud detection. In the
next work, we will improve the network structure and loss function of YOLOv5 and study
its impact on the detection effect of tea buds.
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FicUure 5. Comparison of detection effect
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