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Abstract. Caption generation is one of the multimodal learning tasks and deep learn-
ing contributes to the improvement of caption generation. When describing an image,
humans can choose an object in focus as the topic and complete the description appro-
priately, which has not been achieved successfully by computer caption generation. Thus,
it is important to develop a technique generating captions with the appropriate topic in
terms of the object in focus. In this paper, we propose a topic-bound caption generation
system with Transformer, which can generate captions including an object name in an
image within the five top words of the caption. We make a caption generation corpus
including images, captions, and focal points, which denote objects in images as topics of
the captions. The results show the proposed method can generate topic-bound captions
related to objects in an image and approximately 73.2% of all generated captions include
the object names as a topic.
Keywords: Deep learning, Natural language processing, Caption generation, Topic-
bound caption, Text generation, Attention mechanism

1. Introduction. Various deep learning methods have been investigated to image and
language processing [1, 2], and recently more attention is being paid to multi-modal pro-
cessing such as caption generation of images and image generation hinted by keywords [3]
by embedding multi-modal features into the same feature space. Based on this character-
istic, many researchers pay attention to multi-modal learning [4] and tackle multi-modal
learning tasks with deep learning. Caption generation [5, 6] is one of the multi-modal
learning tasks, which generates a caption based on an input image. To realize caption
generation, a caption must be generated based on image features extracted from an input
image with an image recognition module. In other words, we have to make general-purpose
features from the input image and it is related to representation learning [7] strongly. The
caption generation system until now can generate captions of an image, but it is not con-
trollable to choose which object in an image is focused on and generate a description
accordingly, which humans can do almost unconsciously. Thus, it is an important next
step for caption generation systems to be able to generate multiple captions with different
choices of topics according to which object in an image is focused on. The caption topic
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Figure 1. Examples of topic-bound caption generation

depends on objects in an image and we present the objects as focal points in the image.
Figure 1 shows the abstract of the caption generation task in this paper.
The first caption generation system [5] is implemented with an encoder-decoder archi-

tecture [8], which consists of VGG16 [9] as the encoder and a recurrent neural network
as the decoder [8]. In this system, the encoder extracts features from an image and those
features are embedded into the feature space. The decoder generates a caption based on
the embedded features. A caption generation system with an attention mechanism [10]
was proposed and every word in the caption is generated considering the image features
[6]. The attention mechanism selects some of the image features depending on the hidden
state in the decoder and utilizes the selected features to determine the next word in the
caption. The latest caption generation system is OFA [11], which consists of ResNeXt [12]
as the encoder and Transformer [13] as the decoder. All previous approaches can generate
only a single caption from an image and it is almost arbitrary which object is chosen as
the topic because the systems cannot consider multiple focal points in the input image.
On the other hand, humans can determine focal points in the image by themselves and
generate multiple captions based on the focal points. To simulate human behavior, the
caption generation system in which the parameters are initialized with the focal points
was proposed [14, 15]. In the caption generation system, image features are generated
with VGG16 and GRU [16], which is a type of recurrent neural network, and generates a
caption according to the focal points.
We propose a topic-bound caption generation system with a pre-trained object detection

system and a Transformer-based language model system, which can generate a caption in-
cluding object names in an input image based on focal points in the image. The proposed
system replaces GRU in [16] with Transformer, which is the state-of-the-art neural net-
work architecture in natural language processing. Transformer is more parallelizable than
recurrent neural networks because it is able to relax order dependencies in word sequence
by position encoding, and thus Transformer can enjoy a more parallelization effect with
GPU than recurrent neural networks. Transformer does not include hidden states inside
and we have to develop a mechanism to introduce the focal points into Transformer.
Our proposal for this issue is that we utilize the focal points via the memory mask in
Transformer and a context attention mechanism. Our contributions are as follows.

• We develop a topic-bound caption generation system with Transformer. Moreover,
we introduce the context attention mechanism to the system and make the system
generate topic-bound captions from the same image.
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• We realize a Transformer-based caption generation system considering focal points in
an input image: the system generates a caption including object names corresponding
to the focal points within the 5 top words of the generated captions.

The organization of this paper is as follows. Section 2 describes our proposed models.
Section 3 reports experiments: 3.1 for experimental conditions; 3.2 for experimental results
and discussions. Section 4 gives the conclusions.

2. Topic-Bound Caption Generation System with Transformer. This section de-
scribes our topic-focused caption generation system with Transformer. The system con-
sists of the pre-trained object recognition system, VGG16, and a Transformer-based lan-
guage model.

2.1. Image feature extraction with VGG16. In our proposed system, VGG16 is
employed for feature extraction from input images. Figure 2 shows the architecture of
VGG16 and we use outputs from the 13th convolution layer as image features. Because
VGG16 accepts images of 224 × 224 pixels, we transform the original images into the
224× 224 images as below. First, an original image, I, is resized into a 256× 256 image
and cropped into a 224× 224 image. After processing the image by VGG16, we obtain a
49× 512 matrix as an image feature, F .

F = VGG16(I) (1)

Figure 2. The architecture of VGG16

2.2. Caption generation with Transformer. The decoder part is a caption genera-
tion module with which a caption is generated based on the image features constructed
by the encoder module. In this study the caption generation model is constructed with
Transformer. Figure 3 shows the architecture of a decoder version of Transformer, which
generates a sequence of words accepting external information in memory. The Trans-
former consists of two Multi-Head Attention modules and a feedforward neural network.
Attention is defined with Equation (2).

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (2)

The lowest Multi-Head Attention in Figure 3 accepts Q, K, and V , which are the same
vector and is called self-attention. The other Multi-Head Attention in Figure 3 employs
Q and K, which are the same vector but V is a different vector. So, the two Multi-Head
Attentions work differently. A Multi-Head Attention is defined with Equation (3) and
Equation (4).

MultiHead(Q,K, V ) = Concat(head1, head2, . . . , headn)W
O (3)

where headi = Attention
(
QWQ

i , KWK
i , V W V

i

)
(4)
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First, in Equation (4), multiple attention is generated based on vectors, headi, transformed
with W ∗

i . After then, in Equation (3), all attention is concatenated and transformed into
the final feature vectors.

Figure 3. The architecture of Transformer (decoder version)

Figure 4. The architecture of GRU-based decoder

One of the motivations to adopt Transformer is parallelizability: the recurrent neural
networks cannot work in parallel but the Transformer can process input data indepen-
dently because there are order dependencies in the recurrent neural network. The GRU
unit in Figure 4 must take over hidden states between GRUs. Additionally, Transformer
employs position encoding to consider the order of the input data and can process input
data in parallel. The position encoding is defined with Equation (5).

PE(pos,2i) = sin
(
pos/10000

2i
dmodel

)
(5)

PE(pos,2i+1) = cos
(
pos/10000

2i
dmodel

)
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The position encoding has different values according to their positions in the input data
and is added to the input data.

The whole architecture of the caption generation model is shown in Figure 5. The image
features, which are generated with VGG16 from an input image, are used as memory in
Figure 3. To keep sound causality that each word choice is determined only by the previous
words and not by consulting words that might follow, the target mask is employed in
order to hide following words. The memory mask chooses the image features to generate
a caption. To select the image features according to focal points, we employ the following
memory mask.

MemoryMask1 = [0, . . . , 1, . . . , 0] (6)

MemoryMaski = [1, . . . , 1] (i ̸= 1)

MemoryMask1 has 1 in focal points and 0 otherwise. The focal point denotes the position
of a focusing object in the image. After applying VGG16, the image is resized into a
7 × 7 × 512 tensor. Because the image features are flattened as a 49 × 512 matrix, the
size of MemoryMask1 is 49. So, the focal point is restricted from 0 to 48.

In Figure 5, we add context attention to the caption generation module. The context
attention is similar to the attention mechanism in machine translation [17] and generates
a context vector for every word in a caption, and the context vector is inputted in the

Figure 5. The architecture of the topic-bound caption generation system
with Transformer
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final fully-connected layer.
ai = FThi (7)

ci = Fai

The hi denotes the output of the i-th hidden state in the Transformer-based decoder.
The attention weight, ai, is calculated with the image features and the hidden state and
the context vector is a weighted sum of the image features.

2.3. Focal points in the image. The focal points are determined as the position of a
focusing object in an input image. The object that the focal point indicates is the topic of
the caption of the image. VGG16 integrates local information of the image in each layer
and constructs tensor-based image features. So, we can estimate correspondence between
the focal point in the image and the image feature in the tensor. Figure 6 shows how to
embed focal point information in tensor-based image features.

Figure 6. Focal point embedded image features

We regard the topic of the caption as a noun in the five top words of the caption. For
example, we regard “giraffe” as a topic word for “a giraffe stands as a bird rests on its
neck” and “bird” as a topic word for “a little bird sits on the neck of a giraffe”.
MS COCO dataset [18] contains about five captions for an image and detected object

areas in the image. The focal point is the center of the detected object area in the image
and is tied with the caption that includes the object name in the five top words of the
caption. Using this focal point generation strategy [15], we construct image caption data
with focal points automatically.

3. Experiments. We evaluate the topic-bound caption generation system with MS CO-
CO dataset. In experiments, the system generates some different captions according to
the focal points and we evaluate whether the system generates a caption including the
topic word within the five top words of the caption.

3.1. Experiments conditions. MS COCO corpus is used for the evaluation experiments
and consists of 82,783 training images and 40,504 validation images. Approximately five
captions are prepared for an image. In the experiments, we use the validation data as
test data because the test data in MS COCO corpus have no captions and we cannot
evaluate the generated captions with the proposed system. In the experiment, 50,342
captions for 46,022 training images and 24,906 captions for 22,791 validation images are
obtained, and the evaluation is made with how many of them chose the focal points that
are used for the ground truth data. The focal point selection accuracy achieves 94.3% by
a manual judgment of 1,629 images selected randomly. The hyper-parameters setting in
the proposed method is shown in Table 1.



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.14, NO.6, 2023 593

Table 1. Hyper-parameters settings

Parameters Setting
Word embedding size 512

Hidden state size in Transformer 512
Stack size of Transformer 6

Vocabulary size 3,978
Minimum word occurrence frequency 3

Optimization algorithm Adam
Learning rate 0.0001

Learning epochs 100

3.2. Results and discussions. First, we trained the proposed model with 50,342 train-
ing data.

Figure 7 shows a learning curve of the proposed method with training data including the
focal points. The training error rapidly decreases during about 40 epochs and converges
at about 0.1.

Figure 7. Learning curve of the proposed model training

Figure 8 shows generated captions by the proposed method according to the focal points.
Object names in the image appear within the five top words in the caption. However, the
caption is not correct grammatically and we need to train the proposed model with more
datasets and more learning epochs.

We compare the proposed method with GRU-based caption generation [14]. The per-
formance of the system is evaluated based on whether the object name, which the focal
point denotes, is included in the five top words in the predicted caption. Table 2 shows
the captions including the topic word with the proposed method and with a GRU-based
method [14].

The proposed method can make more captions including objects pointed by the focal
points than GRU-based method. It means that Transformer learns how to generate a
caption considering the focal point well. It is not known yet how many stacks of Trans-
formers are appropriate, but in our preliminary experiments, six stacked Transformers
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Figure 8. Results of topic-bound caption genetaion

Table 2. Hyper-parameters settings

Method Topic word inclusion rate

The proposed method 73.2%

GRU-based method [14] 44.9%

achieved enough in terms of function description, though theoretical discussion should be
future work.

4. Conclusions. We proposed a topic-bound caption generation system with Trans-
former, which can generate captions according to focal points in an image. First, the
proposed system can generate different captions for different focal points and the cap-
tions include object names pointed out by the focal points within the 5 top words of
the generated captions. We compare the proposed method with a GRU-based caption
generation system [14] and confirm that the proposed method can generate more favorite
captions. Especially, in the proposed method approximately 73.2% of all generated cap-
tions include object names in an image within the 5 top words of the captions.
Future works are as follows. In the encoder module, VGG16 was employed in this study,

mainly because of its popularity in studies of caption generation, but it naturally does
not prove this choice as best, and comparisons among different image encoding methods
are one of the future works. It is also a future work to investigate how deep Transformer
should be stacked, not just from results but also from theoretical perspectives.
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