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Abstract. Fish semantic segmentation is the premise to realize intelligent freshwa-
ter fish breeding technology. Deep learning-based works in this field has obtained certain
achievements, but they neglect small-scale objects segmentation problem. To improve seg-
mentation accuracy of small-scale objects, building up on Mask R-CNN, a fish segmen-
tation method based on weighted cross entropy loss function is proposed (WCE-Mask
R-CNN). Experiments on test dataset show that WCE-Mask R-CNN gains 2.1% and
1.7% improvement on MIoU and F1 respectively, which prove the effectiveness of the
weighted cross entropy loss function.
Keywords: Semantic segmentation, Fish body segmentation, Weighted cross entropy
loss function, Deep learning, Mask R-CNN

1. Introduction. With the improving living standard, the demand for fish is on the
increase. The disadvantages of the traditional breeding technology that relies heavily on
artificial cultivation are gradually emerging. In the traditional technology, the breeders
measure the fish by visual observation after fishing. It is not only inefficient, but also
causes accidental death of fish during the fishing, resulting in unnecessary losses. There-
fore, a non-contact breeding technology is urgently needed. The development of artificial
intelligence technology has brought new ideas to the freshwater fish breeding industry.
The use of three-dimensional point cloud technology to assist farmers in measuring fish
not only reduces the labor cost, but also improves the breeding efficiency. As the basis
of 3D point cloud, semantic segmentation directly affects the results of 3D point cloud
computing. Therefore, semantic segmentation is of great research value.

In recent years, the semantic segmentation method of traditional computer vision [1-3]
can realize the automatic segmentation of the fish body, but under the real environment,
it is affected by light and plankton, and the segmentation effect is not good. With the
advent of the CNN network [4], the use of the image semantics of deep learning networks
has become a research hotspot. Garcia et al. [5] used Mask R-CNN [6] to automatically
segment the fish body and applied it to large and small fish measurement. Chang et
al. [7] used Mask R-CNN to segment fish bodies in sonar images. Abe et al. [8] used
SegNet [9] to achieve the segmentation of underwater body, which relieves the semantic
segmentation of fish in the noise environment to a certain extent, but the problem of
sample imbalance is not solved. The segmentation effect of small scale fish body is not
ideal. Introducing attention mechanism into the network is one of the methods to improve
the semantic segmentation of fish body. Ji [10] introduced SE-Net attention module [11]
in Deeplabv3+ network [12] to achieve semantic segmentation of each part of fish. Zhang
et al. [13] used DPANet to improve the segmentation of fish. However, the introduction
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of attention mechanism improves the accuracy of fish segmentation, and increases the
number of parameters in the network model. It is not conducive to model transfer and
deployment.
In order to improve the accuracy of the segmentation of small-scale objects and does not

introduce additional parameters, this thesis proposes a fish semantic segmentation method
based on improved loss function. In the generation stage of Mask R-CNN mask, the
weighted cross entropy loss function is introduced to strike a balance between positive and
negative samples in fish body semantic segmentation, alleviate the difficulty of small-scale
objects segmentation, and improve the overall accuracy of fish semantic segmentation.
Our main contributions can be summarized as follows.

1) We propose a Mask R-CNN fish body semantic segmentation method based on the
cross entropy loss function, which is used for fish segmentation tasks for underwater
images.

2) Use the cross entropy loss function in the network, without additional parameters.
3) Our method achieves better performance than traditional Mask R-CNN on the self-

built dataset.

The remainder of this paper is organized as follows. In Section 2, we mainly present the
dataset used in the experiment. In Section 3, we will present our proposed WCE-Mask
R-CNN, including the design details. In Section 4, we mainly introduce the experimental
environment and how to design the experiment. In Section 5, we present the experimental
results and perform the necessary analysis of our work. In Section 6, we conclude our
work.

2. Dataset Preparation.

2.1. Dataset source. In order to speed up the convergence of the model, thesis adopts
the training method of transfer learning instead of end-to-end training. Therefore, the
experimental datasets contain two parts. The first part for training is the Microsoft large-
scale dataset COCO [14], and the other part is the images taken by the ZED binocular
camera in real fish breeding environment.
In the first part, COCO dataset is a large-scale dataset funded and annotated by

Microsoft in 2014, which contains rich object detection and segmentation data. Dataset
is mainly intercepted from complex daily scenes. The targets in the images are calibrated
by accurate segmentation. The images include 91 types of targets, 328000 images and
2500000 labels.
In the second part, the images captured by the zed binocular camera are called as fish

dataset, which contains 224 fish images. Figure 1 shows dataset sample. The dataset can
be divided into small-scale and large-scale according to the proportion of fish area in the

Figure 1. Dataset sample
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image. The target whose median ratio of bounding box area to image area falls between
0.08% and 0.58% is defined as a small-scale target [15].

2.2. Data preprocess. Data enhancement is an effective means to expand dataset, im-
prove image visual varieties, and avoid model overfitting [16]. Due to the limited number
of images in fish dataset and continuity of fish state and similar background in the image
caused by periodic image capture, the training is doomed to overfit. Through turning,
rotation, and other geometric data enhancement operations, the original continuity of fish
state is broken, and the overfitting of the model in the training process is avoided. In
order to alleviate the impact of image noise to some extent, the gray-scale adjustment
method of contrast enhancement is used to make the outline of the fish clearer in the
image. After data enhancement, the original fish dataset is expanded to 1344 images, and
divided into training set, validation set and test set by the ratio of 6 : 3 : 1.

In order for the self-built set to be trained into the network, it is necessary to have a
corresponding image json file that satisfies the network input parameters, so it is manually
labeled using LabelMe [17] deep learning image annotation software. Label all fish in the
image as a fish class, each fish in order, and the background is labeled as a background
class. Save all annotation files with the suffix .json to prepare the input data for subsequent
network training.

Figure 2. Data enhancement sample

3. Fish Semantic Segmentation Model. Mask R-CNN [6] is an improved algorithm
based on Faster R-CNN [18]. Figure 3 shows the Mask R-CNN algorithm framework.
Mask R-CNN generates the feature map through the convolution neural network (CNN),
and multiple candidate boxes through the FPN [19]. And then retain the most accurate
candidate boxes through post-processing and map them to the corresponding feature map.
Through RoIAlign, the uneven size input is changed into a fixed size feature map, and
finally the extracted ROI features are fed into classifier and regressor.

In order to measure the difference between the predicted value and the ground truth
value in the training process, the loss function is usually introduced into the convolutional
neural network. The better the loss function is, the better the model performs. In the
traditional Mask R-CNN network, when generating a mask, the full convolution network
(FCN) [20] uses the cross entropy as the loss function. However, when segmenting small-
scale target fish, the segmentation performance of small objects is poor because of the
obvious imbalance between positive samples and negative samples. In order to improve
the segmentation performance of small objects, the weighted cross entropy loss function
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Figure 3. Mask R-CNN algorithm framework

is introduced in the full convolution network stage to replace the plain cross entropy loss
function, as shown Equation (1),

WCE = − 1

N

N∑
i=1

λi

∑
j∈(0,1)

yij log pij (1)

where the WCE represents weighted cross entropy, λi is the weight of sample i, and yij
represents signum function. If the category of the sample is a certain category, yij = 1,
otherwise yij = 0, and pij is the probability of sample i being category j.
In this paper, the weights of samples are calculated by median frequency balancing [7],

as shown in Equation (2) and Equation (3),

freq(i) =
sum pixel i

sum image pixel i
(2)

λi =
median of freq(i)

freq(i)
(3)

where freq(i) is the frequency of category i, sum pixel i is the number of pixels that fall
in category i, sum image pixel i is the pixels number of an image, median of freq(i) is
median value of frequencies of all categories.
In the full convolution network, the network will consistently extract features through

down sampling to reduce the amount of memory costs and computation, and increase the
receptive field to obtain more rich semantic features. The small-scale fish itself contains a
tiny number of pixels, and the number will get fewer after down sampling. In such case,
remained pixels carry too few semantic information to deliver good classification and
regression performance. Therefore, the weighted cross entropy loss function is introduced
into FPN in this paper to boost the difference between the ground truth value of each
batch and the predicted value of the model during semantic segmentation, and then Adam
is used to optimize the loss function to get a smaller loss value.

4. Experimental Environment and Design.

4.1. Experiment environment. Experiments are conducted with AMD Ryzen 5 5600x
CPU, NVIDIA Geforce RTX3080ti GPU and 32G memory. At the same time, CUDNN11.0
is used to speed up the computation of convolutional neural networks, and Adam optimizer
with default initial parameters is used for the iterative process of the model. Use Keras
[21] high-level application program interface for Tensorflow. Model construction, training
and prediction are carried out with Tensorflow. The specific version of environment used
in the experiment is Tensorflow GPU = 1.13.1, Keras = 2.1.5.
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4.2. Experiment design. In order to verify the effectiveness of the proposed method,
four estimators are used, including MIoU (mean intersection over union), precision, recall
and comprehensive evaluation index (F1). A comparison experiment is designed to prove
the effectiveness of weighted cross entropy for fish semantic segmentation, as shown in
Table 1.

Table 1. Hyperparameter of comparison experiment

Model Epoch Iteration/epoch Initial learning rate
Mask R-CNN 50 725 0.0001

WCE-Mask R-CNN 50 725 0.0001

Transfer learning is used during the training process. Mask R-CNN and WCE-Mask
R-CNN are separately pre-trained on COCO dataset before they are trained on the fish
dataset for 50 epochs with initial learning rate set as 0.0001. During the training process
on fish dataset, each epoch has 725 iterations.

5. Results.

5.1. Analysis of loss curves. According to designed experiments, both Mask R-CNN
and WCE-Mask R-CNN are trained 50 epochs, and their loss curves are shown in Figure
4. It can be seen that the loss keeps going down with the increase of epochs and converges
in the end. It is worth noting that WCE-Mask R-CNN loss function converges faster.

Figure 4. Loss curves of the training process

5.2. Analysis of segmentation performance. In order to further evaluate the opti-
mization effect of the weighted cross entropy loss function on the model, trained models of
Mask R-CNN and WCE-Mask R-CNN are used to predict the test set. Fuzzy contour of
small-scale fish in the image makes it difficult to segment, so in the full convolution stage,
the weighted cross entropy loss function is used to improve the weight of positive samples,
which helps the Adam optimizer to optimize the model better. As shown in Figure 5,
it can be observed that WCE-Mask R-CNN has a better segmentation performance for
small-scale fish, especially for some small parts of fish bodies, such as tails.

Further, in order to evaluate the influence of different loss functions on the network
more objectively, MIoU, accuracy rate, recall rate and F1 are used to evaluate on the
training set and test set, respectively. The segmentation results of models that adopt
different loss functions are shown in Table 2. On training set, MIoU, Pre, Rec and F1
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Figure 5. Outputs of WCE-Mask R-CNN and Mask R-CNN

Table 2. Comparison of results by different loss functions

Model
Train set Test set

Parm
MIoU Pre Rec F1 MIoU Pre Rec F1

Mask R-CNN 0.916 0.943 0.893 0.917 0.843 0.871 0.824 0.847 24MB
WCE-Mask R-CNN 0.935 0.964 0.912 0.937 0.864 0.889 0.841 0.864 24MB
Note: Pre and Rec represent precision and recall, respectively. Parm represents the model parameter
quantity.

improved by 1.9%, 2.1%, 1.9% and 2%, respectively. On the test set, MIoU, Pre, Rec
and F1 improved by 2.1%, 1.8%, 1.7% and 1.7%, respectively. The results show that
WCE-Mask R-CNN is better than the original Mask R-CNN in every indicator, and the
weighted cross entropy loss function boosts the segmentation of small-scale fish bodies.
In other word, experiments demonstrate the effectiveness of this method.

6. Conclusions. In this thesis, WCE-Mask R-CNN model based on weighted cross en-
tropy loss function is proposed to solve the problem of unbalanced positive and negative
samples in small-scale target fish segmentation. By introducing the weighted cross en-
tropy loss function in FCN stage, samples with fewer pixels are given higher weights. It
can temporarily enlarge the value of the loss function at the initial training stage, magni-
fy the difference between the ground truth and the predicted value, and then use Adam
optimizer to make the loss converge faster and finally get a smaller loss value.
The experiment compares WCE-Mask R-CNN with Mask R-CNN from two aspects:

training loss curve and segmentation performance. And it is proved that WCE-Mask R-
CNN has a faster convergence speed. At the same time, WCE-Mask R-CNN performs
better in segmentation of some small parts of small-scale fish bodies. Above all, various
indicators on training set, validation set and test set also prove the superiority of WCE-
Mask R-CNN. In summary, experiment demonstrates the effectiveness of the proposed
method in this thesis, which achieves more refined segmentation of small-scale fish, and
provides more accurate results for the three-dimensional modeling of fish body and the
research of semantic point cloud.
The weighted loss function is helpful to improve the precision of fish body semantic

segmentation. However, it is worth noting that there is a problem of overfitting when the
amount of data is small. Therefore, future research can consider designing a better loss
function to reduce overfitting. At the same time, further improving the accuracy of fish
body semantic segmentation is also the focus of future research.
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