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ABSTRACT. Internet of Things (IoT) based sleep monitoring is improving and can be
found easily nowadays, but it depends on a good network environment to work properly. In
this study, an edge computing-based smart sleep monitoring system was built by migrating
a cloud computing-based smart sleep monitoring system into an edge device. The system
was built based on the edge computing concept, which is built inside the edge device
and based on microservices architecture. The input for the cloud computing-based sleep
monitoring system was Electrocardiogram (ECG) data. The experimental result indicates
that the average latency and response time on an edge computing-based system decreased
by 27.04% and 33.81% respectively, compared to the cloud computing-based system, but
the edge computing-based system’s average throughput was slower by 15.08% compared
to the cloud computing-based system.

Keywords: Internet of Things, Microservices, Health monitoring, Edge computing,
Smart sleep monitoring

1. Introduction. There are lots of studies that propose the definition of health in this
era, for example, [1-3]. However, among all of them, World Health Organization (WHO)
stated a definition that is the foundation and brings huge impact for the development
of medical studies in 1948. “A state of complete physical, mental and social well-being
and not merely the absence of disease or infirmity” [4] is the definition that WHO stated.
Society highly valued and prioritized health as an outcome and a state of being [5]. It is an
asset that people need for contributing in society [6]. Especially in an era of diseases, many
people start to realize that they need to pay more attention to their health. Sleep is very
important for health and well-being in human’s life. It can reduce the risk of accidents
and injuries caused by sleepiness and fatigue. A healthy sleep needs to fulfill certain
requirements, such as sufficient sleep duration, good sleep timing, regularity of sleep,
and absence of sleep disorders [7,8]. There are already many sleep monitoring systems
developed for this problem, but most of them are cloud-based systems that depend on a
good network environment, for example, [9-12]. With the current advancements in sensor
technology and information technology, it is possible to monitor someone’s sleep data
accurately by using the Internet of Things (IoT) that included sensors, cloud and mobile
technologies. Many IoT systems used cloud to perform calculations and other processes
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that lead to slower response time because of cloud computing’s delay on a large-scale
transmission and demanding requirements for load and process capacity on cloud [13].
When it comes to someone’s life, accuracy is not the only crucial factor. In the medical
world, just a split-second difference can lead to very different results. That is why it
should not only be accurate, but it also needs to be able to work on all places including
places that have poor network environment. To do that, there are some requirements that
need to be fulfilled such as the latency, throughput, and response time. Processing the
collected data locally can reduce the computational load on the central cloud server and
is particularly useful in situations where time delay is critical, such as in healthcare, since
it reduces the need to transmit large amounts of data over the network [14]. The aims for
this study are

1) ToT architecture for sleep monitoring system that runs on edge device;

2) Sleep monitoring system that runs on edge device;

3) Performance analysis of edge computing-based sleep monitoring system.

In this study, the focus is on improving the throughput and reducing the response time
and latency of the healthcare monitoring system, while ensuring the privacy of users’
sensitive data such as sleep data [15]. This will be achieved by using a combination of cloud
computing and edge computing. The computational process will be carried out on edge
devices, making it possible to perform computations even in poor network environments.

Stable performance in latency, response time, and throughput are aimed to be achieved
in this work. The benefit from the proposed system for health monitoring providers is
that they can provide a service that can work well on poor network environments [16],
especially for services that are sensitive to latency and response time [17]. The structure of
this paper is organized as follows. Section 2 provides works that have been done previously
that have related subject on health monitoring, IoT, edge computing and cloud computing.
The proposed architecture and cloud-to-edge migration steps are presented on Section
3. Section 4 presents the performance analysis of the proposed architecture. Section 5
provides conclusion and future works that can be done.

2. Related Work. Several previous works related to healthcare monitoring systems are
discussed, including a cloud-based sleep monitoring system proposed by Surantha et al. [9],
the use of edge computing to capture human states during a pandemic [19], a system
that combines an Arduino UNO-based system with cloud computing for critical care of
COVID-19 patients [20], a cloud-based model for monitoring student health [21], and the
use of deep learning and cloud computing to predict heart disease from sensor data and
medical records [22].

3. Proposed Method. The purpose of this study is to migrate a cloud-based sleep
monitoring system from [9] with architecture shown in Figure 1 to become an edge-based
sleep monitoring system. An edge device is used to implement the edge computing for
the monitoring system. Several possible edge devices were compared in [23] which are
Raspberry Pi, Jetson Nano, and Jetson TX2. In this study, Jetson Nano was used as
the edge device considering that it has much lower cost than Jetson TX2 and higher
performance than Raspberry Pi [23]. Jetson Nano that was used as the edge device had
specifications as the following: 128-core Maxwell on GPU, Quad-core ARM A57 @ 1.43
GHz on CPU, 4 GB 64-bit LPDDR4 25.7 GB/s on RAM, 64 GB for storage, and TP
Link TLWN725N 150 Mbps for Wi-Fi adapter dongle. The edge-based sleep monitoring
system architecture is shown in Figure 2. Computing services and message broker that
were inside cloud server are moved to inside of edge device. The cloud-based services and
edge computing-based services have different requirements that need to be fulfilled.
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TABLE 1. The summary of related work of the system architecture

Source

Proposed method

Result

22]

Smart healthcare system using
ensemble deep learning and fea-
ture fusion approaches

Creat a healthcare system that has increased ac-
curacy for the prediction but with all of those
privacy data being computed in cloud server, it
is vulnerable from the attacks and it also relies on
good network because it needs to be connected
to the cloud server.

[20]

Real-time smart healthcare uti-
lizing important measured val-
ues for critical care using Ar-
duino UNO-based system and
cloud computing

Creat a system that can measure values accu-
rately and dashboard that can show the real-time
result, but it lacks on security by computing pri-
vacy medical record on cloud server and also it
needs good network environment to connect to
the cloud server.

[19]

Internet of Medical Things
(IoMT) that uses edge deep
learning stack design with sys-
tem architecture that initial-
izes modules for each input that
needs to be processed

Creat a system that achieved user data privacy,
security, and low-latency by using edge-GPU ar-
chitecture.

[oT-based student healthcare
monitoring model that checks
student vital signs and detects
biological and behavioral chan-
ges via smart healthcare tech-
nologies

Creat a healthcare system that can predict stu-
dent’s condition with 99.1% accuracy by using
Support Vector Machine (SVM). It also already
implemented variety of security protocols by us-
ing third-party encryption, user authentication
and credential mapping. However, this system
relies on a good network environment because
it needs to be connected to the cloud server to
be able to do the computation.

[oT platform for sleep monitor-
ing based on event-driven and
microservice architecture

e Increase throughput by 92.59% and decrease
response time 75.48% compared to monolith ar-
chitecture.

e Increase throughput by 34.76% and decrease
response time 55.85% compared to microservices
without event-driven architecture.

e 7.81% and 17.3% slower for data processing

from raw ECG data into sleep quality data.

To migrate the cloud-based services into edge computing-based services so it can run
at the edge device, the following steps were taken (as shown in Figure 3).

1) Build the sleep monitoring system project. In this study .jar files were created for each
service because we used Java as programming language.

2) Build the docker images of the services based on the image architecture that is com-
patible with the edge device so that it can be run inside the edge device’s container.
In this study, Jetson Nano was used as the edge device and Jetson Nano’s Operating
System (OS) is Linux [24]; therefore, arm64 image architecture was used because it is
compatible with Jetson Nano [25].

3) Run arm64-based message broker inside the container of the edge device for the ser-
vices’ communication intermediary.

4) Run all docker images of the services inside the edge device’s container.
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Along with the changes of the sleep monitoring system architecture, the system compu-
tational processes flow also changed compared to the cloud-based sleep monitoring system.
The goal is to perform the data processing on edge devices and only send the essential
information which is the computational results to the database. A comparison of the two
systems is illustrated by the process flowcharts presented in Figure 4 and Figure 5, for the
cloud-based and edge-based systems, respectively. The proposed computational process
flowchart of the system can be described as follows:

1) The sensor data are sent using Wi-Fi to the edge device (locally);

2) The services that run inside the edge device process the sensor data (data preprocess-
ing, data analytics);

3) The computational results stored inside the database in cloud server using the Internet
(globally).

Computational
Sensor data sent to Sensor data processed " ]tp tored i
Start cloud server using | by services inside |[—»| sous stored ! End
Internet Y ol database inside
SAand.eervel cloud server
FIGURE 4. System computational processes by [9]
Sensor data sent to Sensor data processed Computational results
. . NN sent to database on
Start edge deviceusing —» by services inside |—» . End
Wi-Fi cdge device cloud using Internet
for storing the data

FIGURE 5. Proposed system computational processes

4. Results and Discussion. The evaluation of the performance of the proposed edge
computing-based sleep monitoring system with microservices architecture was done by
measuring three metrics which are the latency, response time, and throughput and then
compare it with the cloud computing-based sleep monitoring system that run in google
cloud with 2vCPU, 4GB RAM, and E-2 Medium type compute engine. The measurements
were done using the JMeter [26] as follows.

4.1. Latency and response time.

4.1.1. Ewvaluation scenario. There is a slight difference between latency and response time;
latency is measured from the time differences between just before sending the request and
after the first response received. On the other hand, response time is measured from the
time differences between just before sending the request and after all responses received.
These two metrics can be evaluated in the same evaluation scenario. The system topology
for the cloud system and edge system evaluation is shown in Figures 6 and 7, respectively.
The evaluation scenario was done as follows.

1) Apache JMeter was used to simulate the sensors’ request.

2) Assuming there was only one user for one edge device, one request was sent on each
testing.

3) For cloud system, the request was sent using Internet (globally) and for edge system,
the request was sent using Wi-Fi (locally).

4) The testing was done 50 times for each evaluation.
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FIGURE 7. System topology on edge for evaluation

4.1.2. Fvaluation result.

e Latency

The average latency for a request to reach the sensor and the first received response
at the sensor was 43.2 milliseconds for cloud system and 31.52 milliseconds for edge
system. Maximum latency achieved at 50 milliseconds which occurred in 2 percent of
total request for edge system; on the other hand, cloud system achieved 69 milliseconds
maximum latency, and 6.26 and 58.18 for standard deviation for edge and cloud system
respectively shown in Figure 8. Cloud system’s standard deviation was high because of
two anomaly latency occurred that has significant difference. The evaluation shows that
the edge system has lower average on latency which means edge system was quicker
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F1GURE 8. The average and standard deviation on latency
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F1GURE 9. The average and standard deviation on response time

Latency Evaluation
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F1GURE 10. The evaluation of latency on 50 requests

on responding requests. The evaluation’s result chart is shown in Figure 10. From the
evaluation testing, we found that request sent cannot be above 50 because Jetson Nano
cannot handle too many requests at a short time window.

e Response Time

The average response time for a request to reach the service in the edge system un-
til receiving all the response in the sensor was 33.18 milliseconds and 44.4 milliseconds
in cloud system. Maximum response time achieved at 59 milliseconds which occurred in
less than 3 percent of total request on the other hand cloud system achieved 79 millisec-
onds maximum response time, and 7.65 and 58.32 for standard deviation for edge and
cloud system respectively shown in Figure 9. Cloud system’s standard deviation was high
because of two anomaly response time occurred that has significant difference. In this
result, the response time can be affected by the application load. It can be lower if the
environment of the application is split between each service.

The evaluation results show that the edge system has a lower average response time,
indicating that it is quicker at responding to requests. The response time evaluation is
presented in Figure 11. However, we also observed that if the number of requests exceeds
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F1GURE 11. The evaluation of response time on 50 requests

50, the response time tends to increase due to the limited computing power of Jetson
Nano.

4.2. Throughput.

4.2.1. Fwaluation scenario. Throughput is measured from how many requests can be han-
dled at a time. In this study, the requests number was converted in Kilobyte (KB) and
second (s) was used as the unit of time. Figure 12 and Figure 13 show the system topology
for throughput’s evaluation scenario on cloud system and edge system, respectively. The
evaluation scenario was done as follows.

1) Apache JMeter was used to simulate the sensors’ request.

2) Assume there was 5 request that was sent from one user in one edge device.

3) For cloud system, the request was sent using Internet (globally) and for edge system,
the request was sent using Wi-Fi (locally).

4) The testing was done 30 times for each evaluation.

5 request x 30 (1 user)

v

JMeter _:t Internet Cloud Server

Response

F1GURE 12. System topology on cloud for evaluation

4.2.2. Fvaluation result. The average throughput for 5 requests at a time window was 25.2
KB/s for edge system and 29 KB/s for cloud system. Maximum throughput that had
been achieved on edge system was 30.9 KB/s with minimum throughput of 10.8 KB/s; on
the other hand, cloud system achieved 43.9 KB/s with minimum throughput of 4.3 KB/s.
Each of these results was affected with the condition of high resource usage. The average
and standard deviation chart is shown in Figure 14 and the evaluation chart is shown in
Figure 15. The standard deviation for edge system was 4.44 and 8.69 for cloud system; it
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FIGURE 15. The evaluation of throughput on 30 iterations

1303

indicates that the throughput on cloud system was more variative or unstable. From the
evaluation testing we found that if the request was above 5, the container may encounter
errors and shut down if it receives too many requests within a short time window, as the
edge computing power may not be sufficient to handle the load.

5. Conclusions. This study provides a study for edge computing-based IoT architec-
ture for sleep monitoring system by migrating a cloud computing sleep monitoring to the
edge using Jetson Nano to check if the edge devices are able to compute near the source
of the data. The system was built based on microservices architecture which made the
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services can be deployed separately, and the system was also built using edge comput-
ing concept where the services were deployed inside of a container that was inside of an
edge device with compatible architecture which is the arm64 architecture. The result data
shows that the proposed edge computing-based sleep monitoring system with microser-
vices architecture has lower latency and response time than the cloud computing-based
sleep monitoring system designed by [9], but because of the limitation on the edge device’s
resource the throughput is lower than the cloud computing-based system. Therefore, the
proposed system can be a solution for real-time sleep monitoring applications that require
low latency and fast response time. After analyzing the performance and metrics data, it
was found that combining edge computing with cloud computing can provide better re-
sults for all metrics. There are potential areas for improvement in this study, and further
exploration of the potential of cloud edge computing is encouraged.
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