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Abstract. People worldwide must follow the rules in public to reduce the transmission
of COVID-19, such as wearing a mask. Problems arise when an individual or group
violates the restrictions since they may transfer or get infected with COVID-19. Au-
thorities may manually monitor public locations, but vast areas require additional staff.
Therefore, this work proposed an automatic classification of face mask-wearing conditions
using pre-trained Convolutional Neural Network (CNN) models. The automatic classifi-
cation of face mask-wearing conditions uses deep learning-based face detection and several
pre-trained CNNs to classify the people with, without, or incorrectly using their masks.
Fine-tuning was used to train the pre-trained models. This work uses image sharpening to
make the model correctly classify the face mask-wearing condition. The highest accuracy
is 98.708% by EfficientNetB2 and EfficientNetB3.
Keywords: CNN, Deep learning, Face mask, Fine-tuning

1. Introduction. The Coronavirus disease, called COVID-19, has profoundly influenced
people’s daily lives worldwide [1]. The pandemic has caused impacts on various fields, such
as education [2,3], tourism [4-6], business [7,8], and health [9]. Several months after the
initial COVID-19 outbreak in Wuhan, China, the virus rapidly spread to other countries
and forced the government worldwide to take preventive action to reduce the transmission
of the virus [9-11].

As the world struggled with the Alpha variant of SARS-CoV-2, new variants emerged
(such as Beta and Gamma). The Delta version was first discovered in India, with a greater
transmission rate [12,13] and was classified as a Variant of Concern (VOC) [14]. Nations
worldwide have mandated specific guidelines for people outside in public to stop the
spread of COVID-19. Wearing a medical or cloth mask, keeping a safe physical distance,
regularly washing their hands, using hand sanitizer, avoiding crowds, and canceling public
events are all required [15].

The two primary preventive measures one can do in public are wearing a mask and pre-
serving physical distance. However, problems arise when an individual or group violates
the restrictions since they may transfer or get infected with COVID-19. In public loca-
tions, the responsible authorities must take precautionary steps to admonish people who
violate such rules. Specific public spaces have large areas, which makes manual monitoring
difficult and necessitates the presence of personnel to monitor the public areas.
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Over the years, researchers have continued to develop deep learning methods for com-
puter vision, and deep learning model capabilities can outperform previous advanced
machine learning methods [16]. One deep learning technique that falls into the supervised
category is the Convolutional Neural Network (CNN). CNN has a wide range of appli-
cations, such as computer vision, natural language processing, speech recognition, face
recognition [17,18], facial expression recognition [19], speech emotion recognition [20],
agriculture [21,22], and forestry [23]. Training CNN from scratch requires a significant
amount of data [24]. A common approach to addressing the problem is to use transfer
learning [17,25,26]. In the case of image recognition, numerous CNN models were trained
on large-scale datasets, such as ImageNet, and it is possible to use these pre-trained mod-
els without training them from scratch [17]. As a result, the transfer learning method,
more specifically, fine-tuning, is utilized in this research.
Monitoring the public usage of a mask might be automated using CNN since it is fea-

sible to train the model to distinguish between individuals who wear and those who do
not. This work uses CNN to develop a model capable of distinguishing between people
wearing and those not wearing masks. Another issue has arisen due to some people failing
to wear their masks in public places [24] properly; hence, the proposed approach would al-
so categorize those who do not wear them properly. Several works proposed automatic face
mask detection. [29] used three pre-trained deep-learning models, MobileNet, GoogleNet,
and ResNet50, to create automatic face mask detection. The proposed method used a
global pooling block. The researchers evaluated the models using two public datasets
and could achieve 99% and 100% on each dataset. An Internet of Things (IoT) system
for rapid screening and face mask detection was proposed in [30]. The proposed method
used pre-trained VGG16, ResNet50, Inception V3, MobileNetV2, and a CNN architecture
and trained through fine-tuning. The highest accuracy achieved was using VGG16, with
99.81%. In [31], the authors used ResNet50 and trained through transfer learning for mask
detection, comparing AlexNet and MobileNet. The work also utilized OpenCV to detect
a face in the training dataset. The ResNet50 achieved a high accuracy of 98.2%. The
proposed method from previous works used several models such as GoogleNet, ResNet50,
MobileNet, and AlexNet. However, research on the performance of newer models is re-
quired.
This research presented an automatic classification of face mask-wearing conditions,

which are with, without, or incorrectly wearing the mask. The novelty offered in this
work is utilizing newer CNN models, EfficientNet (B0, B1, B2, B3, and B4) [27] and
MobileNetV3 Small [28], and trained through fine-tuning using the combination of several
face mask datasets as well as comparing the result of fine-tuning the last or last two blocks,
which previous works did not perform. This research offered image sharpening for images
with numerous distant faces. Finally, this work presents the performance of each model on
images with several faces and a single face facing different directions. The application of
image sharpening enables the model to distinguish face mask-wearing conditions correctly.
The experimental results show that fine-tuning the last two blocks of each model can
improve the accuracy and the utilization of image sharpening enables the proposed model
to classify each face in the image correctly.
The following is the organization of this paper. The proposed method is addressed in

Section 2. Section 3 presents the results and discussion of the experiments. Lastly, Section
4 offers the conclusion and the possibilities for future research.

2. Method. This study offers an automatic classification of face mask-wearing conditions
that employ deep learning-based face detection and pre-trained convolutional neural net-
works. The automatic classification of face mask-wearing conditions requires steps shown
in Figure 1.
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Figure 1. Proposed model of automatic classification of face mask-wearing condition

Face detection determines the face’s location in the image. The face detection utilizes
the CenterFace, deep learning-based face detection with a faster detection speed than
MTCNN [32]. Further, each cropped face is resized to the required input size of each
model. Image sharpening is done to each detected face in the image since the faces might
be blurry. The sharpening utilizes the function provided in Tensorflow Addons. The clas-
sification uses several EfficientNet [27] versions and MobileNetV3 Small [28], classifying
each detected face into three categories: with, without, or incorrectly wearing the mask.

This work trains six pre-trained EfficientNet (B0-B4) and MobileNetV3 Small. The
models are relatively small compared to previous models, such as VGG16, ResNet50, and
Inception V3. The fine-tuning process consists of two-stage [33]. The first stage is warm-
up training, during which all model layers are frozen except for newly added layers. The
second stage involves unfreezing the last layers and training the unfrozen layers and the
newly added layers with a lower learning rate. The added layers are the average global
pooling layer and softmax layer. The softmax layer is modified based on the number of
classes. The initial and fine-tuning stages use 25 epochs to train the models. Training the
models in both stages uses the Adam optimizer and unfreezing the layers in this work
based on each model’s last block [25]. Standard approaches to reducing overfitting include
adding a dropout layer and image augmentation [25].

The datasets used in this work are the masked Face-Net [34], the properly-wearing-
masked dataset [35], the face mask detection dataset [36], and the masked dataset with
gan generated human face [37]. This work combines the images of the four chosen datasets
and uses 48,000 images of three classes, with, without, and incorrectly worn masks. The
training data uses 80% of the dataset and 20% for validation.

3. Results and Discussion. This section presents the results of fine-tuning the six
models. Table 1 presents the results of each model’s accuracy evaluation on the training
and validation datasets.

Table 1. Results of face mask-wearing classification

Models

Accuracy results

Before fine-tuning After fine-tuning

Training (%) Validation (%) Training (%) Validation (%)

EfficientNetB0 88.034 93.781 99.036 98.510

EfficientNetB1 87.784 93.615 98.339 98.438

EfficientNetB2 88.422 93.354 98.328 98.344

EfficientNetB3 88.464 92.823 98.555 98.438

EfficientNetB4 88.820 93.719 98.490 98.500

MobileNetV3 Small 88.167 93.781 98.193 97.823

Based on Table 1, EfficientNetB0 achieves the highest accuracy of 99.036% on the
training set and 98.510% on the validation set, whereas the MobileNetV3 Small achieves
the lowest. EfficientNetB4 achieves a slight difference from EfficientNetB0. Before fine-
tuning, the accuracy of the training set ranges from 87%-88%. After fine-tuning the last
block of each model, the accuracy rises from 98%-99%, a 9.6%-11% improvement. The
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accuracy in validation data increases after fine-tuning as well, which is roughly up to more
than 4%-5%, with EfficientNetB3 achieving the highest increase of 5.615%.
Based on [25], it is feasible to fine-tune several last blocks of the pre-trained mod-

el. Therefore, to compare the results between fine-tuning only the last block with several
last blocks requires further experiments. Table 2 shows the results of fine-tuning the last
two blocks of each model.

Table 2. Results of fine-tuning the last two blocks of each model

Models

Accuracy results

Before fine-tuning After fine-tuning

Training (%) Validation (%) Training (%) Validation (%)

EfficientNetB0 87.948 93.698 99.161 98.552

EfficientNetB1 87.794 93.323 99.177 98.531

EfficientNetB2 88.201 93.052 99.219 98.708

EfficientNetB3 88.180 92.646 99.352 98.708

EfficientNetB4 88.841 93.333 99.409 98.646

MobileNetV3 Small 88.055 93.458 99.292 98.333

Fine-tuning the last two blocks of each model improves the accuracy of training and
validation datasets. Based on Table 2, EfficientNetB2 and EfficientNetB3 achieve the
highest accuracy on the validation set, although the accuracy achieved differs from each
other, which is in the range of 98%. The difference between before and after fine-tuning
the model is more significant than the previous result in Table 1, specifically for the
MobileNetV3 Small, which achieves 0.833% higher. EfficientNetB3 achieved the highest
increase of 6.062%. In general, the accuracy of the training dataset improves by 10.5%-
11%. In Table 1, fine-tuning the last block of EfficientNetB4 increased the training dataset
by 9.67%, while fine-tuning the last two blocks increased the accuracy of the training
dataset by 10.568%, which is a significant improvement. This work shows that further
fine-tuning several model blocks can improve the model’s accuracy in classifying the face
mask-wearing conditions.
The evaluations of each model use images containing many faces and a single face.

Figure 2 shows the results of detecting multiple faces and classifying the face mask-wearing
condition of each face. The model classifies whether the face is with a mask (wm), without
a mask (wtm), or an incorrectly worn mask (im). The images provided were the results
of using EfficientNetB2, although using EfficientNetB3 achieves similar results.
Figure 2 shows that the CenterFace face detection was unable to detect several faces

as they are entirely obscured by the hood of a jacket, such as in Figure 2(b), or a hat
and hair, such as in Figure 2(d). Overall, EfficientNetB2 can correctly predict the face
mask-wearing condition of the people in the image. However, the result in Figure 2(c)
shows an incorrect prediction. The predicted face mask-wearing condition of the person
on the left is an incorrectly worn mask, while the truth is with a mask. Furthermore,
the EfficientNetB2 was tested using images with a single face. Each image’s single face
faces forward, fully to the left and right, and around 30 to 45 degrees to the left or right,
with different face mask-wearing conditions. Figures 3(a)-3(k) show the results of each
test image.
As seen in Figure 3, EfficientNetB2 can correctly classify each image, although the single

face faces fully to the right or left and around 30 to 45 degrees to the left or right. Although
EfficientNetB3 achieves similar accuracy to EfficientNetB2, the model incorrectly classifies
one facing forward faces, as shown in Figure 4. The EfficientNetB3 classifies incorrectly
worn mask as with mask. In contrast, the EfficientNetB2 could classify it correctly, as
shown in Figure 3(b).
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(a) (b)

(c) (d)

(e)

Figure 2. Results of classifying face mask-wearing conditions in (a) [36],
(b) [37], (c) [38], (d) [39], (e) [40]

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k)

Figure 3. Results of classifying face mask-wearing conditions on a single face

(a) (b) (c)

Figure 4. Results of classifying face mask-wearing conditions using EfficientNetB3
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Even though the image contains a single face, image sharpening can deliver a different
result. Figure 5 shows the difference before and after applying image sharpening.

(a) (b)

Figure 5. The difference before (a) and after (b) applying image sharpening

The difference is noticeable. Before applying the image sharpening, the model incorrect-
ly classifies an incorrectly worn mask as without a mask. After using the image sharpening,
the result is accurate. Therefore, it is essential to apply image sharpening, regardless of
whether there are multiple faces at varying distances or a single face close to the camera.
Image sharpening can help the proposed model correctly classify the wearing condition of
a face mask in an image.

4. Conclusions. This study proposes an automatic classification of face mask-wearing
conditions to monitor the use of face masks in public. This study classified the face mask-
wearing conditions using six pre-trained models: EfficientNet (B0, B1, B2, B3, and B4)
and the MobileNetV3 Small. Each model was trained to classify faces with masks, incor-
rectly worn masks, and without masks. Fine-tuning the last block of each model could
achieve a great result of 97.823%-98.510%. However, fine-tuning each model’s last two
blocks can improve accuracy. EfficientNetB2 and EfficientNetB3 achieved the highest
accuracy of 98.708%. The utilization of image sharpening enables the proposed model
to classify each face in the image correctly; therefore, image sharpening is essential. Al-
though both EfficientNetB2 and EfficientNetB3 achieve a similar result, EfficientNetB3
has drawbacks, such as misclassification of the face facing forward.
In the future, the plan is to create a more robust model that could correctly classify the

condition of face mask-wearing on a person by adding more training data. Additionally, it
is possible to use other image enhancement techniques, such as deep learning-based image
enhancement. It is also important to experiment on various newer models, particularly
lightweight ones.
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