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Abstract. Sentiment analysis for an organization’s activities has been widely researched
and deployed in recent times. Knowing the client’s attitude towards the services that
the organization provides will help the organization to further develop the services that
customers are satisfied with as well as to limit/remove the bad services. In this paper,
we perform a sentiment analysis problem on an organization in the educational field of
a low-resource language, that is, social sentiment analysis towards University of Phan
Thiet, Vietnamese. We mainly focus on two things: 1) building the sentiment corpus of
University of Phan Thiet, which is divided into three classes including positive, neutral
and negative; 2) using deep learning algorithms such as LSTM, BERT, DistilBERT and
PhoBERT to experiment on this corpus. Experimental results show that PhoBERT gives
the highest results with F1-score reaching 89.68%.
Keywords: Sentiment analysis, Educational data mining, Text classification, BERT,
PhoBERT

1. Introduction. Universities in general as well as Vietnamese universities in particular
actually play the role of a company providing educational services; students/parents/part-
ners are customers using their educational services. Any university that provides good
services and satisfies students/parents will attract many excellent domestic and interna-
tional students to study. With this, the university is growing, the staff in the university
will have better income, and stick with the university for a longer time.

To do this, the university needs to know as soon as possible its strengths and weak-
nesses. From there, the university will further promote the good sides, and at the same
time overcome or eliminate the weak sides. Where does this information on strengths/
weaknesses come from? Obviously, it does not come from the university’s subjective opin-
ion, but must be an objective opinion from the people using the services provided by
the university. Those are students, students’ parents, and external partners (let us call
these objects external users). Therefore, it is essential that the university collects the
opinions/attitudes of the external users of its services, and analyzes whether that opinion
is good or bad, so that the university can make the next decision. University of Phan
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Thiet (UPT) is a young university, established in 2009, located in Phan Thiet City, Binh
Thuan Province, Vietnam. This is a beautiful coastal city, a famous tourist area at home
and abroad. However, because it is a young university and is not located in the two largest
cities of Vietnam (Ho Chi Minh City and Hanoi City), attracting domestic and foreign
students to study at the university is a big challenge for UPT leadership. The best way
to promote the university is from students who have studied or are studying at the uni-
versity as well as the university’s partners. The university needs to capture information
from students, parents, and partners in order to have an appropriate treatment plan.
UPT has two main channels to collect evaluation information from the external users:

the first one is the forms for manual collection, and the second one is online channels for
automatic collection. For the first channel, the university will survey, and collect opinions
about the quality of training, facilities, training programs, student care, etc. at the end of
the semester. In addition, the university also consults students, alumni, businesses, and
students’ parents on job fairs, graduation holidays, and so on. For the second channel,
UPT has a UPT’s fan page, faculties’ fan pages, and UPT confessions. Through these
channels, students will comment on teaching activities, facilities, community activities and
other activities. From the information obtained from these two channels, the university
leadership will analyze the strengths and weaknesses, and then make the next decision.
This method is also good, but it is quite time-consuming and labor-intensive, not keeping
up with the reaction of public opinion, especially bad information.
In this paper, we propose to use advanced machine learning models to analyze the

sentiment of external users towards UPT. To do this, we first collect the sentiment corpus
of the external users, mainly from the two channels above. This corpus will be manually
labeled, consisting of three labels including positive, negative, and neutral. Then, we use
popular sentiment analysis models to conduct experiments on this corpus, including five
models, namely LSTM, BERT-base, BERT-RCNN, DistilBERT, and PhoBERT. From
the experimental results, we will choose the best model to build an application to analyze
sentiment of external users for UPT (we will do it in the next study).
The rest of the paper is presented as follows. Section 2 presents some background

knowledge related to the problem of sentiment analysis. Steps to analyze external users’
sentiments for UPT will be presented in Section 3. Section 4 shows and discusses the results
of experiments. Finally, Section 5 summarizes our work and gives main conclusions.

2. Basic Knowledge. In this section, we will present some background knowledge, in-
cluding the concept of sentiment analysis, close related works of sentiment analysis, and
models for sentiment analysis problems.

2.1. Sentiment analysis. Sentiment analysis is a type of text classification problem to
evaluate user emotions. The following three cases are examples of users’ feeling, comment,
and opinion about UPT.

- Feeling: “
” (The location of the school is convenient for stu-

dents to work part-time at resorts and 5-star hotels, helping to meet and develop Eng-
lish) → Sentiment analysis: belongs to positive class.

- Comment: “ ” (Projector too dim in computer room 101)
→ The projector is too old, so it is not clear.

- Opinion: “ ” (We have no opinion)→ Sentiment analysis: belongs
to neutral class.

The input of the sentiment analysis problem is a sentence or a short paragraph, and
the output is the probabilities of many sentiment classes that we need to determine. In
this study, we choose the type of sentiment analysis problem with three classes, namely
positive, negative, and neutral.
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2.2. Related works. In [1], Liu analyzed emotions at document level, sentence level and
feature level. Recently, Méndez et al. [2] studied the satisfaction of public transport users
in Santiago City, Chile through Twitter. The authors used techniques of text mining,
opinion analysis and topic modeling to assess the satisfaction level of public transport
users, especially buses. Regarding sentiment analysis in Vietnamese context, Trinh et al.
[3] combined dictionary-based opinion analysis methods and machine learning methods
to evaluate customer opinions. The authors used features including emotional signs and
values of emotions to analyze customer emotions. In [4], Nguyen et al. used emotion
dictionaries in specific fields to improve the accuracy of emotion analysis in Vietnamese.

Tran et al. [5] used the term feature selection approach to analyze opinions for Viet-
namese texts. This approach mainly uses three classical algorithms, such as Näıve Bayes,
decision tree and support vector machine. In [6], Le et al. performed sentiment anal-
ysis for low-resource languages using 4,000 manually labeled tweets, including positive,
negative, and neutral, calculating 73.2% accuracy with LSTM without normalizer. Re-
garding the problem of sentiment analysis for the educational field, the first work that
can be mentioned is [7]. The authors used the feedback tag to create learning resources
for programming courses. In [8], Baradwaj and Pal mined educational data to assess stu-
dent performance. Using user opinions on the social network Twitter to rate universities
was also conducted by Abdelrazq et al. [9]. Particularly for Menaha et al. [10], the au-
thors used emotional analysis models to build a system to exploit student feedback. In
[11], Sharma and Jain analyzed student feedback and it also helped create feedback sum-
maries. In [12], Dake and Gyimah analyzed student emotions on a qualitative feedback
text after a semester-based course at the College of Education, Winneba. The authors
used Näıve Bayes, Support Vector Machine (SVM), J48 Decision Tree, and Random For-
est algorithms, in which SVM achieved the highest result at 63.79%.

For the sentiment analysis of Vietnamese education, the first work is of Vo et al. [13].
The authors used two approaches including topic classification and sentiment analysis for
the Vietnamese education survey system. The feedback from internship places of students,
the information about the class, the quality of the thesis, etc. are classified as positive
or negative. Nguyen et al. [14] built a corpus of more than 16,000 sentences on student
feedback for universities. These feedbacks were also labeled as positive, negative, or neutral
with an accuracy of 87.94%. Then, Nguyen et al. [15] relied on the corpus in [14] and
used algorithms such as Näıve Bayes, LSTM, Bi-LSTM for their experiments. The authors
compared these algorithms on the same dataset, resulting in Bi-LSTM giving the highest
results with F1-score of 89.6%.

BERT (Bidirectional Encoder Representations from Transformers) [16] was born, mark-
ing a new break-through in the field of Natural Language Processing (NLP). A series of
studies based on BERT for sentiment analysis problems have been emerging, and the most
recent work of Nguyen et al. [18] is a typical case. The authors proposed a model combin-
ing BERT with CNN, LSTM, and RCNN. They experimented the model on a Vietnamese
dataset consisting of two positive and negative labels. The result achieved with F1-score
is 91.15%. Giang et al. [17] conducted sentiment analysis based on a dataset of 5,000
Vietnamese sentences with student feedback sent back to the school at the end of the
semester, the data was manually labeled: positive, neutral and negative, and the results
on the vector machine algorithm support are very high of 91.36%.

We used PhoBERT – a version of BERT for Vietnamese – to experiment on UPT
corpus (presented in Section 3.2). In addition, we also used some models of [18] and
experimented on the UPT corpus to compare and evaluate the models for the best results,
as a foundation for further applications.

2.3. Sentiment analysis models – PhoBERT. PhoBERT [19] is a pre-training mod-
el for Vietnamese language based on RoBERTa architecture introduced in March 2020.
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PhoBERT also has two versions including PhoBERT base with 12 transformers block
and PhoBERT large with 24 transformers block. PhoBERT was trained on approximate-
ly 20GB of data including 1GB of Vietnamese Wikipedia corpus and 19GB collected and
processed from a 50GB raw dataset1 . PhoBERT uses VnCoreNLP’s RDRSegmenter to
segment word for the input data before going through the BPE (Byte Pair Encoding)
encoder. PhoBERT eliminated the task of the next sentence prediction and used only the
masked language model.

3. Sentiment Analysis Model.

3.1. General model. Figure 1 shows the general model for the UPT sentiment analysis
problem. The model consists of two main processes, namely the training process and the
testing process.

Figure 1. Sentiment analysis model for UPT

- Raw UPT data: The raw data set is collected from sources: facebook UPT, facebook
faculty, confessions, student feedback on the system when viewing their subject results
at the end of each semester, etc.

- Labeled UPT corpus: Processed data includes remove special characters, acronyms,
assign positive, negative and neutral labels, etc.

3.2. UPT corpus collection.

3.2.1. Resources for collection of UPT corpus. UPT corpus is collected from the following
resources:

- UPT fan page, fan pages of faculties, UPT Confessions.
- Evaluations and comments of students from 2016-2019.
- The opinions of business partners in the annual job fair.
- The comments of the student’s parents.
- Surveys via Google docs.

3.2.2. Data. Data collected from fan pages related to UPT contains a lot of slang terms,
symbols, acronyms, etc. So we clean the data as follows.

- Remove HTML tags, excess space, emoji expressions, bullet characters, and repeated
characters when they are not alphanumeric.

1https://github.com/binhvq/news-corpus
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- Correct spelling errors and abbreviations. Here is an example of a sentence with many
abbreviations: “ ”. We do both automatic and
manual editing for cases like this. This sentence is edited to “

” (“Nguyen Diep Tran Tran looked at the car without knowing
what to say”).

- Replace the characters “\ ” with a space character.

3.2.3. Word segmentation. Unlike western languages (such as English), spaces in Viet-
namese do not define word boundaries. Therefore, word segmentation is often performed
before conducting other tasks of the NLP problem. For example, the word “ ”
(student) is made up of two syllables “ ” and “ ” (“ ” in “ ” (place
of birth) and “ ” in “ ” (tablet), “ ” in “ ” (park), “ ” in
“ ” (employee)), but when these syllables come together, it forms the word
“ ” (student), whose meaning is not related to the syllables’ meanings that make it
up. To solve this problem, we use the VnCoreNLP2 toolkit to segment words for this cor-
pus. Using VnCoreNLP to segment from “ ”
(University of Phan Thiet campus is beautiful and airy) results: “

”.

3.2.4. Sentiment labeling. Data labeling process: my team (including Le Trung Thanh,
Luong Quoc Vu and I) participated in data labeling. We learned the labeling rule, each of
us labeled 100 sentences several times until consensus reached about 85% or more. Based
on the above results, we continued to label another 3,000 sentences, two of our teammates
labeled 1,500 sentences each. After the labeling process was completed, we synthesized and
evaluated the quality of the dataset according to Cohen’s Kappa K3 consensus measure
according to the formula K = P0−P1

1−Pe
, where P0 is the observed consensus of 95.27%, Pe is

the expected consensus of 46.19%, and K is the consensus of 91.2%. We label this corpus
manually. Table 1 shows three cases corresponding to three different emotional classes.

Table 1. Some comment sentences in the UPT corpus

ID Sentences English meaning Sentiment labels

1

The school is located in a
tourist area that is convenient
for students to study and
practice tourism

Positive

2
Depending on the profession
you choose, we will advise
accordingly

Neutral

3
The projector is too old so
it is not clear

Negative

- Positive: The sentences express the external user’s satisfaction, praise, encouragement
for UPT. For example, the sentence “

” in Table 1 is labeled as Positive.
- Neutral: The sentences do not imply any emotion, or incomplete sentences, or unclear in
meaning, or general meanings. For example, the sentence “

” in Table 1 is labeled as Neutral.
- Negative: The sentences express dissatisfaction of external users for UPT. For example,
the sentence “ ” is labeled as Negative.

2https://github.com/vncorenlp/VnCoreNLP
3https://en.wikipedia.org/wiki/Cohen%27s kappa
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There are some cases that make it difficult to label, which are a sentence that has
both a negative and a positive opinion; the sentence type often has linking words such as
“ ” (but), “ ” (however), “ ” (although), “ ” (although), “ ”
(although), and so on. In this case, we choose the clause with stronger polarity to label.
For example, the sentence “

” (Library, computer labs, and classrooms need to be up-
graded; however, the surroundings are very good) is labeled as negative, even though in
this sentence, there is a sub-sentence “ ” (the surroundings
are very good) with positive emotion.

3.2.5. Final UPT corpus. After the preprocessing step, we get a total of 6,000 labeled
sentences. The details of this corpus are described in Table 2.

Table 2. Some comment sentences in the UPT corpus

Negative Neutral Positive Total
Number of sentences 2,128 1,760 2,112 6,000

Percentage 35.47% 29.33% 35.20% 100.00%
Average length of sentences 21.73 10.66 19.62 17.73

3.3. Sentiment analysis models for UPT. In this step, we use machine learning
models such as LSTM, BERT, DistilBERT and PhoBERT respectively to train UPT
corpus, producing UPT sentiment analysis models. Then, for an input sentence, these
sentiment analysis models will give positive, negative or neutral results.
Figure 2 illustrates a sentence that is analyzed using the PhoBERTbase model. The

steps are similar for other models.

Figure 2. Example of sentiment analysis problem

The sentiment analysis process of the sentence in Figure 2 is specifically demonstrated
through four steps as follows.

- Step 1: Use the VnCoreNLP library to perform the word segmentation. For example, the
sentence “ ” (The campus of Univer-
sity of Phan Thiet is beautiful and cool) is word-segmented as “

”.
- Step 2: Add the token [CLS] to mark the beginning of the sentence and [SEP] to mark
the end of the sentence.

- Step 3: Use the BPE algorithm to put the input sentence as a subword and map the
subword to the index form in the dictionary.

- Step 4: Add the result of Step 3 to the PhoBERT fine-tuning model. The output is a
feature vector, continue to use the softmax function to calculate the output probability,
and use argmax function to select the maximum value from softmax function to get the
final value.
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The formula of the Softmax function is as follows (Equation (1)):

ai =
exp(zi)∑C
j=1 exp(zj)

, ∀i = 1, 2, . . . , C (1)

where zi consists of values that are elements of the input vector X, it can be a negative or
positive number, so exp(zi) returns a result in the range 0 to 1. In Figure 3, the Softmax
function returns three classes, including class 0: 0.1; class 1: 0.0; class 2: 0.9. Next, the
argmax function finds the maximum value and it is 0.9 (positive label).

Figure 3. Detailed simulation of the label prediction of the sentence in
Figure 2

4. Experiment.

4.1. Experimental corpora. We divided the UPT corpus of 6,000 sentences into three
corpora including training, development and testing corpus. We used 70% of the sentences
for training, 10% of the sentences for developing, and the remaining 20% of the sentences
for testing.

4.2. Evaluation methods. We use Precision, Recall, F1-score to evaluate the experi-
mental results.

Precision =
TP

TP + FP

Recall =
TP

TP + FN
(2)

F1-score = 2 ∗ Precision ∗ Recall
Precision + Recall

- True Positive (TP): The number of points of the positive class is correctly classified as
positive.
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- True Negative (TN): The number of points of the negative class is correctly classified
as negative.

- False Positive (FP): The number of points of the negative class is mistakenly classified
as positive.

- False Negative (FN): The number of points of the positive class is mistakenly classified
as negative.

4.3. Parameters of the models. We implement our experiments on Google Colab en-
vironment with 16GB Tesla V100 GPU, Python programming language, Huggingface
library, Pytorch framework. Table 3 presents the parameters of the models.

Table 3. Parameters of the models

Bacth size Epoch lr Embedding
LSTM 32 250 0.001 128

DistilBERT 32 10 5e-5
PhoBERT 32 10 1e-5

BERT-base, BERT-RCNN [18] 16 10 2e-5

4.4. Experimental results. Table 4 shows experimental results of the models.

Table 4. Experimental results

Models Precision Recall F1-score
LSTM 72.23 72.03 72.11

DistilBERT 82.83 82.28 82.40
BERT-base [18] 86.71 86.18 86.25

BERT-RCNN [18] 87.05 86.87 86.83
PhoBERT 89.89 89.71 89.68

4.5. Discussion. From the experimental results in Table 3 and Table 4, we see that
the BERT models give better results than the LSTM model, in which, PhoBERT gives
the best results. The PhoBERT model is taken from Facebook’s RoBERTa but trained
on word-segmented Vietnamese data. Therefore, the performance of PhoBERT is higher
than that of other BERT models as well as the LSTM model. Table 5 and Table 6 show
three examples from the testing corpus.
From the three examples in Table 5 and Table 6, we see that the PhoBERT model gives

exactly two cases. Although the LSTM model has the lowest final results in all evaluation
criteria (Table 4), in these three cases, the LSTM gives correct results in two cases. Both
LSTM and PhoBERT models give correct results in two cases, but their correct results

Table 5. Three sentences in the testing corpus

ID Label Vietnamese English

1 2
activities for accumulating public
points are easy, not too difficult
for students

2 2
conscientiously call on unfocused
students to answer the question

3 1
about the teacher has good
disciplinary methods for students
who are late or absent
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Table 6. Experimental results of the three sentences in Table 5

Models Sentence 1 Sentence 2 Sentence 3
LSTM 0 2 1

DistilBERT 0 1 1
BERT-base 0 0 0

BERT-RCNN 0 0 2
PhoBERT 2 2 2

Reference labels 2 2 1

are in different sentences. PhoBERT is correct in cases 1 and 2; LSTM is correct in cases
2 and 3. The remaining models are correct in only one case.

The reason for the confusion of the models in the labeling for the three sentences in Ta-
ble 5 is because in all these three sentences, there are both positive, negative and neutral
words. For example, in sentence 1, even though it is properly labeled as positive, it con-
tains words/phrases with negative meanings such as “ ” (difficult), “ ”
(too difficult), so all models except PhoBERT assign negative labels to this sentence. For
sentence 2, its correct label is positive. However, there is a word “ ” (unfo-
cused) that has negative meaning, so some models give negative or neutral results.

The last case is the difficult one. Because the correct manual labeling for this case is
also controversial, some consider this statement neutral, while others consider it to be
positive. In fact, if we omitted the word “ ” (about) from the sentence “

”, this sentence would certainly be
positive. Because there is the word “ ” at the beginning of the sentence, it makes this
sentence no longer mean to express emotions, but it becomes a sentence referring to the
“discipline” of the teacher, not specific emotions. Therefore, when manually labeling, we
label this sentence as neutral. Because there are words/phrases in this sentence that have
both positive meanings (“ ”: good disciplinary methods) and negative
meanings (“ ”: late, “ ”: absent), many models label this sentence as either
positive (PhoBERT, BERT-CNN) or negative (BERT-base). The LSTM and DistilBERT
models give correct results in this case.

5. Conclusion. In this paper, we have initially performed the sentiment analysis problem
on a specific field of a low-resource language, which is the education field of University of
Phan Thiet, Vietnam. To do this, we must first perform corpus construction for the senti-
ment analysis problem. We have constructed the corpus semi-automatically: The corpus
is automatically extracted from UPT’s fanpages, cleaned and extracted automatically;
however, data labeling is done manually. The corpus of 6,000 sentences is experimented
on many machine learning models such as LSTM, BERT, DistilBERT, and PhoBERT.
The experimental results show that the BERT models have superior results compared to
other models, in which PhoBERT has the highest performance. This result is the premise
for us to continue to develop the sentiment analysis system for UPT in the next work.

In addition to the results mentioned above, the work still has limitations that need to
be overcome, for example, the corpus with only 6,000 sentences is not much, it needs to
be developed more. Resources for data collection are currently poor, mainly from UPT
forums. It is necessary to survey and collect from many other resources such as Websites of
Phan Thiet Province, the Ministry of Education and Training, and comments from users
on those websites. Once more data is available, more experimentation, we will discover
many interesting results to serve other studies.
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