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Abstract. The Automated Essay Scoring (AES) application was designed to support
the learning process and assessment of e-learning platforms. An essay question is a ques-
tion that can capture students’ analytical and synthesis abilities. However, the assessment
of this form of questions is still done manually, and it is not the flexible learning concept
of e-learning. Therefore, this study aims to develop an application that automatically sco-
res essay questions. The application is a web-based application with system development
using an iterative waterfall model – the automatic scoring employed several deep learning
models, i.e., IndoBERT as the pre-trained word embedding model and CNN-LSTM with
Mean Over Time as the model for automated final scoring. Three implemented testing
mechanisms are unit testing using black box testing, system integration testing and model
performance testing based on QWK and loss value. All test cases that have been tested
are indicated to be successful. In addition, the deep learning model performance results
in a loss value of 0.04 and QWK of 0.451.
Keywords: Automated essay scoring, Assessment, CNN-LSTM with mean over time,
E-learning, IndoBERT, Web-based application

1. Introduction. The COVID-19 pandemic has emerged since 2019 and continues to
spread to this day which has resulted in changes in various fields. One of them is the
world of education, significantly higher education. Initially carried out in the classroom,
the teaching and learning process is now moving to a virtual room by utilizing various
technologies, such as video conferencing applications and e-learning platforms [1]. In ad-
dition, the concept of open education at the higher education level also continues to grow.
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Various groups increasingly demand it, so the reliability of the e-learning platform in the
learning and assessment process is a vital aspect to pay attention to.
E-learning is not a new technology but a technology that has been developed for several

decades. However, one of the things that still leaves homework is the assessment process,
where assessment plays an essential role in the educational process [2]. The scoring system
generally used is in the form of multiple-choice questions because of the ease of imple-
menting and assessing the results of tests or managing student responses [3]. However,
the grading system has several areas for improvement, i.e., the results of a high score
do not necessarily reflect students’ actual abilities because it is possible for students to
provide speculation or guesswork answers. In addition, the form of this question tends
to be unable to capture students’ analytical and synthesis skills. Hence, the assessment
system using essay questions is important to be developed further.
The assessment system for essay questions provided on the e-learning platform is still

limited to the teacher’s manual assessment process, which results in students not being
able to get assessment results and feedback in real time. It is not following the concept
of e-learning, where students are expected to get a flexible learning experience that can
be accessed anywhere, at any time, by anyone.
Therefore, it is necessary to develop an Automated Essay Scoring (AES) application

for Indonesian-language documents. Various studies have been developed, but they still
generally use the Bag-of-Words (BoW) concept approach, where a document is considered
a bag of words or ignores the semantic context of a sentence. These studies, among others,
utilize the N-grams feature and string similarity measure [4] or the N-grams feature and
the latent semantic analysis algorithm [5,6].
There are two drawbacks of BoW, including the n-grams model, i.e., (i) it has the curse

of dimensionality issue since the vocabulary size specifies the vector size; (ii) it does not
consider the semantic relation between words. Therefore, this study applies IndoBERT as
a word embedding technique because it can overcome the weaknesses of BoW. Further-
more, this study implements the CNN-LSTMmethod with a mean over time for measuring
the similarity between the answers and determining the score. The CNN-LSTM is ex-
pected to be able to perform high-level feature extraction and the process of relationship
learning between essay answers and scores automatically in a series of processes. In ad-
dition, LSTM is one of the recurrent models that can cope with the problem of vanishing
gradients more effectively. Compared to feed-forward neural networks, recurrent models
are more robust and capable of learning more complex patterns from data.
The remainder of this paper is organized as follows. Section 2 describes the web-based

application development, i.e., the employed iterative waterfall model for the software
development life cycle. User interfaces for three main processes, including a form for input
data, a form of initial scoring, and a result form related to final scoring, are discussed
in Section 3, followed by the evaluation process. The conclusions and future work are
outlined in Section 4.

2. Application Development. Application development is the developing process of
an application or software for a particular purpose. The software development process
aims to ensure that the end product can meet the software development purpose and
fit into the overall budget. Systems Development Life Cycle (SDLC) is a common term
summarizing software or application development stages [7,8].
Furthermore, the simple and idealistic model of SDLC is the classical waterfall model.

This model divides application development stages into six stages: requirements elici-
tation, design, implementation, testing, deployment, and maintenance [9]. However, the
classic waterfall model is challenging because there is no feedback path, so there should
be no error at any stage of the work. Therefore, this study employed an iterative waterfall
model involving a feedback path.
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The iterative model conducts the development process in a cyclic manner, i.e., (i) the
initial development is a small-scale development in which all steps are followed sequen-
tially; (ii) afterwards, more features and modules are designed, tested, and appended to
the project in successive iterations [10]. The illustration of the iterative waterfall model
can be seen in Figure 1.

Figure 1. The employed iterative waterfall model

The first stage is the requirement elicitation process. This stage is vital in the software
development process because failure in carrying out the requirements elicitation process
might lead to acquiring low-quality user requirements and failure of software development
projects [11]. We employ a use case diagram as the artefact for software requirement
elicitation. Use cases describe user and system interactions to find user needs. Use cases
are commonly used for specifying functional requirements [12]. Figure 2 shows the use
case diagram for the developed AES application.

Figure 2 explains that the AES system has two users: administrators and lecturers.
The administrator has the main task of “managing question statistics”. The questions
referred to here are not only questions but also include a set of student answers that will
be given an automatic assessment. To be able to do this, the admin must first “log in” to
the system. Furthermore, the lecturer has the main task of “managing questions”, whereas
previously, he had to “log in” to the system first. The cases of “opening auto-grading
results”, “downloading automated scoring results”, and “final scoring” do not make sense
without “managing questions” that have been run. “Final scoring” here is the process of
evaluating a set of answers to a respected question that can be accomplished if the “log
in” process and “initial score” have been performed.

In addition, we also provided the activity diagram. An activity diagram describes how
a system is used in terms of activities [13]. In web application development, each activity
in the activity diagram can be implemented as one web page or a group of web pages in
a subsite or a functional cluster. Since opening automated scoring results, downloading
automated scoring results, managing question statistics, and input data involve a simple
activity, we do not display activity diagrams for these four use cases. The main activity
diagram for the developed AES application can be seen in Figure 3.
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Figure 2. Use case diagram of the developed AES application

As depicted in Figure 3, it can be seen that there are two deep learning models employed
in this study. The first model is IndoBERT [14], the pre-trained word embedding model.
IndoBERT was chosen because it has rich features but is a simpler model. The second
model is CNN-LSTM with Mean Over Time [15] as the model for automated final scoring.
Based on Figure 3, the system input is a list of questions and answers. Input will be

embedded using IndoBERT. Then the answers will be sorted based on similarity to the
question, and 20% will be taken as a list for initial scoring. The 20% decision process
is implemented by taking 6% of the answers that are most similar to the question, 6%
of the answers that are the least similar to the question, and 8% of answers that are
similar in the middle ranking. Furthermore, a set of selected answers and the initial score
is used as training data to form an automatic scoring model. The model was built using
CNN-LSTM with Mean Over Time.
The design process consists of three things: designing the user interface, database, and

algorithmic functions. There are three main pages: the AES application’s landing page,
admin dashboard, and lecturer dashboard. The detailed process of automated essay scor-
ing is accommodated by using three modal windows, including input data, initial scoring
for selected answers, and the result of the automated essay scoring process towards the
rest of the data. In addition, we also design several modal windows for several notifica-
tions. Furthermore, the database design stage produces three tables: the questions table,
the answer table, and the user table.
This study has employed deep learning models implemented using the Python pro-

gramming language. In building user interfaces, HTML (Hypertext Markup Language),
CSS (Cascading Style Sheets), Javascript and PHP (Hypertext Preprocessor) were used
as the basis for making web-based applications. While the database in the Transformers
1.0 system is implemented using SQLite. To connect between models and web-based in-
terfaces, the development of the AES application requires a Flask library. Flask is a web
development framework from the python library that will make the developed web more
structured and can manage behavior easily.
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(a) Initial scoring

(b) Final scoring

Figure 3. Main activity diagrams of the developed AES application

After the implementation stage, the next stage is testing. This test assesses whether the
overall system can meet the design requirements. The tests will be based on unit testing
by using black box testing. Subsequently, we performed system integration testing, which
means testing will focus on automation and dependability between existing components.
In addition, this study also evaluates the performance of the implemented model using
QWK and loss value. The QWK value calculates by comparing the value generated by the
developed application with the value given by the human annotator. The second iteration
aims to complete the process of requesting accounts and resetting passwords for lecturers,
so it is separate from the automated essay-scoring process.
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3. Result and Discussion. Two actors are involved in the application being developed,
i.e., lecturer and admin. The following are various features for lecturers, including data
input that will be automatically scored, initial score input for selected sample data, and a
display to see the automated final scoring results of all the submitted data. These features
can be seen sequentially in Figures 4(a), 4(b), and 4(c).
As previously explained, the automatic essay scoring process starts with the lecturer

submitting data, including 1 question and a collection of answers stored in a spreadsheet
format. Figure 4(a) shows the application interface for data input. Furthermore, the ap-
plication will select as much as 20% of the uploaded answers to be displayed to the users.
The collection of selected answers is in the future referred to as the initial list of answers.
The interface for displaying the initial list of answers can be seen in Figure 4(b). The pic-
ture shows that each answer is equipped with a text box to provide an initial assessment
showing each answer’s accuracy level. Subsequently, Figure 4(c) shows the system’s final
score, which is automatically determined for each answer.
As mentioned before, we performed three testing mechanisms: unit testing using black

box testing, system integration testing and model performance testing based on QWK
and loss value. Mean square error function is used for calculating loss of model as shown
in Equation (1), where n is number of data, Yi is actual value, and Ŷi is predicted value.
Then, QWK is calculated starting with creating N ×N histogram matrix O (Oij), where
i is the human rating and j is system rating. After that, N by N matrix of weight (Wij) is
calculated by Equation (2). Matrix E is calculated with assuming that value not related.
Matrices O and E are normalized and QWK is calculated as following Equation (3).

MSE =
1

n

n∑
i=1

(
Yi − Ŷi

)2

(1)

Wij =
(i− j)2

(N − 1)2
(2)

κ = 1−
∑

ij WijOij∑
ij WijEij

(3)

Since the developed application was web-based, we employed several common browsers,
including Google Chrome, Microsoft Edge, Mozilla Firefox, and Opera Browser. Whereas
the hardware specification for the testing process is as follows:
• Processor: Intel R⃝CoreTM i7-6500 CPU@2.5GHz-2.59GHz
• Memory: 12 GB
• Storage: 1 TB Full SSD
• Graphics: NVIDIA R⃝GeForce R⃝940M 2GB
The testing results stated that the application process was running according to the

design, and the existing button functions were under the need. All test cases that have
been tested are indicated to be successful. It indicates that this application has met
the software requirements that have been set. In addition, the tests concluded that the
application could give scores to the set of answers that were input based on related
questions. We test the performance of the applied deep learning model using two datasets:
dataset 1 is the dataset question A from the Ukara dataset [16], and dataset 2 is the
dataset created by researchers related to the research methodology topic. Table 1 shows
the obtained QWK and loss value.

4. Conclusions. The proposed automated essay scoring application has been success-
fully implemented and used in an actual process. Essay questions can be scored automat-
ically using this application, and the user only needs to score several answers chosen by
the application as an initialization list. The number of initial values selected in this study
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(a) Input data (b) Initial scoring for selected answers

(c) Final scoring result

Figure 4. User interface of automated essay scoring activity
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Table 1. The QWK and loss value

Dataset Loss value QWK
Dataset 1 0.035 0.438
Dataset 2 0.045 0.464
Average 0.04 0.451

is 20% of the input answers. Subsequently, the remaining answers will be scored automat-
ically by the system. The test results obtained a QWK value of 0.451 with a loss value
of 0.04, indicating that the system successfully gave value to the essay. Because the final
result in the form of a QWK score is still low, around a value of 0.451, improvements can
be made for further research by developing a model based on other more advanced deep
learning models, such as applying the attention mechanism since the attention mechanism
can assign different importance to the different elements of the input sequence and gives
more attention to the more relevant inputs.

Acknowledgment. This work was supported in part by the Universitas Terbuka, In-
donesia under the Research Grant Number B/650/UN31.LPPM/PT.01.03/2022. The au-
thors also gratefully acknowledge the helpful comments and suggestions of the reviewers,
which have improved the presentation.

REFERENCES
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