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Abstract. The number of elderly people around the world is growing rapidly and many
patients suffer from different upper limb disabilities so they need help from others for
activities of daily living (ADL). As a result, the number of people requiring help, either
at home or in long-term care facilities, to complete their daily chores has increased. Var-
ious robots have been created to help the elderly and persons with upper limb infirmities
acquire independence in eating, which is one of the most common and time-consuming
daily duties. This research aimed to evaluate the user interface modes for meal-assistance
robot for patients who need a machine to feed them. Participants experimented with five
interface modes: joystick, touch screen, voice recognition, eye-tracking, and physical but-
ton. The task completion time and error rate were recorded during the experiment. The
patient’s preference evaluation for a developed meal-assistance robot (MAR) is also gath-
ered. The findings showed a significant difference in task completion time between UI.
The error rate of voice recognition was the highest among all UI modes. The touch
screen is the most preferred UI mode for patients to interact with the meal-assistance
robot. This study can help to design a better UI mode of meal-assistance robot for upper
limb disabilities patients.
Keywords: Meal-assistance robot (MAR), Interface mode

1. Introduction. Robotics is the field that combines science, engineering, and technol-
ogy to create devices called robots that do human tasks. A robot is a product of the
robotics sector, which involves the creation of programmable robots that can aid humans
or duplicate their operations. Robots can help disabled people in their daily lives. As the
robot industry grows, it increased the demand for development. A variety of specialized
assistive devices, including robots, have been developed to aid people with disabilities in
performing ADLs independently [1]. Each gadget is designed to provide a certain type
of help to people with specific disabilities. Researchers have also used general-purpose
mobile manipulators in a range of applications, including rescue, support, and residential
services [2,3]. A variety of assistive robots have been designed to improve the physical
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or cognitive of children, early, or disabled persons with a variety of disabilities, such as
autism [4,5] and cerebral palsy disease [6]. Learning and applying knowledge, mobility,
control, vision, attention, memory, and communication capabilities are among the techno-
logical and functional aspects of these helpful robots. To emulate advanced capabilities,
many social robots were partially or fully remote-controlled. One of the most demanding
robots is the meal-assistance robot (MAR).
Eating, toileting and clothing are examples of activities of daily living (ADL) that

are critical to one’s quality of life [7]. People with physical or mental disabilities require
extra help from carers to accomplish activities of daily living (ADL). Yet, without the
support of a human caregiver, many people with disabilities, including those with upper
limb limitations, find such chores difficult. However, a shortage of healthcare personnel
and rising healthcare expenditures necessitate the development of new technologies that
make help more affordable and effective. One of the most difficult responsibilities for
caretakers is feeding the patients. Technology interventions can be a solution by bridging
the gap between physical capability and necessary functional ability [8]. Depending on
the severity of the user’s disability, different modes of interaction and control of the robot
can be considered, for instance, via a joystick, head- or eye-tracking, or brain-machine
interfaces (BMIs) [9-11]. The act of helping someone to eat a meal is a process that
must be completed for each meal of the day, and it is the most time-consuming and
labor-intensive task for both patients and caregivers. As a result, a meal-assistance robot
(MAR) is being created, which would independently feed a person with a disability. Even
though numerous varieties of MARs have been launched and made available to the public,
there is still a lack of study on how to improve the interactions between MARs and users
(patients). Many previous studies focused on developing the functionalities of MARs [12]
like taking the food and placing it in the user’s mouth. These researches did not create
a clear user interface or evaluate the system for individuals who had mobility issues.
However, little research has been done to examine how user acceptance of robot-assisted
feeding systems is affected by autonomy, perceived error rate, and characteristics like user
interfaces. By examining numerous variables and examining the impact of error rate,
this research seeks to close this gap. Researchers have tried their best to accommodate
the needs of users, patients, and elderly persons who have expressed the desire for an
assistive device that not only helps them eat more easily and neatly, but is both safe and
comfortable to use, and will allow them to minimize their dependence on nurses, caregivers
or family members. Variety of human-machine interfaces, from simple switches operated
by different parts of the body depending upon patient disabilities to more advanced, such
as voice recognition, joy stick, touch screen and eye-tracking using by human.
A representative assistive task is meal-assistance, which is an essential ADL for staying

healthy. Feeding difficulties are common among people with upper-body and limb dis-
abilities. Socially assistive robots with high HRI play the role of peers or companions,
requiring intimate social, emotional, and cognitive relationships with their users [13]. As
a result, MARs who are used in nursing care and rehabilitation must have social abilities
that help to make user interactions more convenient [14]. Thus, when designing MARs,
careful consideration of UX and social skills is required. Although there are a variety of
commercially available specialized meal-assistance robots (e.g., My Spoon [15], Bestic arm
and Mealtime partner [16]), these robots can only help you with your meals. These robots
are created for a specific task (such as meal help), and frequently have a desk-mountable
fixed base and a low degree of freedom arm. Physical buttons, touch interfaces, switches,
and joysticks are all examples of interfaces for meal-assistance robots [17,18]. Some robots
are compatible with numerous interfaces, allowing them to switch between them and use
the required interfaces.
Although the achievement of practical use at the commercially available level is a dra-

matic advancement in the field of assistance robots, there still exist problems such as most
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preferred interface and cost. The objective of this paper is to evaluate different user inter-
face modes for MAR according to task completion time, error and subjective preferences
evaluation.

There are many papers related to meal-assistance robots. However, it is somehow
difficult to find any most preferred UI design according to the patient preference for meal-
assistance robots. Therefore, the focus of this paper is to design a better UI mode of
meal-assistance robot for patients suffering from upper limb disabilities. The rest of the
paper is structured as follows. Section 2 describes the research method which includes
participants and apparatus, experimental conditions and task, procedure and statistical
analysis. In Section 3, we analyze the results of dependent variables. Then in Section 4,
we discuss the results of this study, and finally, we present the whole conclusion of the
study.

2. Method.

2.1. Participants and apparatus. In this study, five patients participated in the ex-
periment. Participants were only male and their mean age was 45 years (± 9.45). All
the participants received written and oral information about the study and they signed
consent forms before the experiment. The study was approved by the institutional review
board of Seoul National University Bundang Hospital (IRB number: N-2109-806-603).
None of the participants had any prior experience with MARs. The participants suffered
from cervical spinal cord injuries. However, they are still able to manage the joystick of
MARs and use touch screen devices (phones, tablets, etc.), and also, they can press/push
physical buttons.

The MAR consists of a robot arm with 6 degrees of freedom along with a food tray. A
spoon and chopstick were attached to the robot arm. The food tray consists of 5 sections
each for rice, soup, and 3 side dishes. The food tray is detachable from the MAR and can
be washed. Control of the MAR was done using the UI application from the Bluetooth-
tethered tablet or physical buttons or Joystick. The UI application offers 3 controlling
modes: touch screen, voice, and eye-tracking. The size of the MAR was 47.0× 32.0× 28.8
cm when folded and the weight was 5.38 kg. The maximal capacity of the food tray was
473 ml.

2.2. Experimental condition and task. A group of patients was initially explained
how to interact with MAR using the joystick, touch screen, voice recognition, physical
button, and eye-tracking. The independent variables of this study were UI mode (joysticks,
touch screen, voice recognition, eye-tracking, and physical button) and the dependent
variable was the task completion time required for each UI mode, error rate, and subjective
preference rating. Participants were asked to select a specific mode and operate the MAR
to lift a specific food material from the food tray where rice, soup, beans, and boiled
beef were placed. The selection of the mode and the food material was predetermined
and was instructed by the evaluator. The experimental environment for the study of the
meal-assistance robot is shown in Figure 1. The food intake was performed 15 times per
participant. The food intake simulation allows the disabled person to use five input devices
to move food to a designated position. The intake order was executed with joystick, touch
screen, voice recognition, eye-tracking, and physical button. Task completion time was
defined as the interval between the instruction of the evaluator and the intake of the
food material using MAR. Patients were asked about their subjective preference of the
modes from the most preferred mode (1) to the least preferred mode (5) at the end of the
evaluation.
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Figure 1. Experimental environment

2.3. Procedure. In this study, the pre-experiment instructions were given in a sepa-
rate room for participants, with images and videos of MARs items shown on the room’s
screen. To understand MARs, the patients were shown images and videos of different
MARs. Every participant personally experienced all UI modes before the experiment.
They were asked to perform meal-eating tasks. Once they confirmed to be confident with
the control systems, they were asked to perform tasks. The participants performed the
task with the joystick, touch screen, voice recognition, physical button and eye-tracking
which are independent variables. Eye-tracking interfaces, which are mostly used for people
with tetraplegia, are interfaces in which the user locates and selects the desired function
via eye-tracking. The joystick is an interface that uses hands. Recently, voice recognition
interface is studied a lot and it is controlled by using voice recognition technology [19].
Along with them, the touch screen and physical button mode were also evaluated.

2.4. Statistical analysis. A one-way ANOVA was conducted to test the effect of the
independent variable (joysticks, touch screen, voice recognition, eye-tracking, and physical
button) on the dependent variable (task completion time). If an ANOVA identified a
significant effect, a post hoc was conducted. The student-newman-keuls (SNK) test was
performed to analyze the time required for each UI mode. The statistical analysis was
performed using SPSS statistics.

3. Results.

3.1. Time required for each UI mode. The statistical results showed a significant
difference in task completion time (F = 3.181, p = 0.036) among the UI modes. According
to post-hoc results, the joystick took significantly greater time than other UI modes. The
physical button took a minimum task completion time (Figure 2).

3.2. Error rate by UI mode. According to the results, the error rate with the joystick,
touch screen, voice, eye-tracking and the physical button was 18.8%, 11.1%, 50%, 30%
and 0%, respectively. The error rate was the highest with voice while the lowest with the
physical button (Figure 3).
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Figure 2. The time required for each UI mode. Different letters are indi-
cating a significant difference.

Figure 3. The error rate for each UI mode

Figure 4. Patient preference evaluation of UI mode

3.3. Patient preference evaluation of the developed MAR. According to the sub-
jective preference evaluation results, the patient’s most preferred UI mode is a touch
screen and the least preferred UI mode is eye-tracking among all UI modes. The most
preferred UI mode in sequence for patients is the touch screen, joystick, voice recognition,
physical button and eye-tracking (Figure 4).

4. Discussion. A meal-assistance robot is one of the assistive devices that has been pro-
posed to help patients with disability for feeding/eating meals. According to the previous
studies, most of the UI modes used in meal-assistance robots are controllers, switches, and
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joysticks which were directly manipulated using body parts. Some of the latest technology-
intensive UI modes are touch screen, voice recognition, and eye-tracking. Considering these
UI modes, this study evaluated five-user interface modes for MARs according to task time,
error rate and patient preference evaluation. According to the statistical results, there is
a significant difference in task completion time among the UI modes. Among five-user in-
terfaces, the maximum task time was taken by joystick and the minimum task completion
time was taken by a physical button. The highest and the lowest error rate while experi-
menting was voice recognition and physical button, respectively. The most preferred UI
mode by the patients was the touch screen after the experiment.
The maximum task time is taken by the joystick and the minimum by a physical button.

It is hard for patients to interact with joysticks due to their hardness. The movement of
the robot arm was time-consuming and confusing for patients with the joystick. Although
the physical button also needs a gentle push, it was less time-consuming for the user to
interact with.
The highest error rate while performing the task was with voice recognition and eye-

tracking. Both technologies are in their developing stage and a high error rate was expect-
ed. The other reason might be the proper communication problem for patients. The voice
recognition was difficult for patients to command the MAR. The least error rate occurred
by physical button because the patient has to push the button which was most easy for
the patient to perform. The physical button and touch screen were better for interac-
tion according to error rate. According to the subjective preference, the most preferred
UI mode was the touch screen for the patient. It was more convenient, less confusing
and easy to operate than other UI modes for patients. The least preferred UI mode was
eye-tracking because the recognition rate was a little lacking.
The results of this study demonstrate that even a small difference in hand motor ca-

pabilities may affect the subject’s ability to interact with UI modes such as the joystick,
touch screen, and physical button. The review of different available user interface modes
of MARs reveals that the touch screen and physical button is the most suitable UI mode
for meal-assistance robot. This can increase accuracy and reduce the task completion time.
The number of a participant in this study was five so further research is recommended
with a large number of participants in the future. In this study, only spinal cord injury
patients participated.

5. Conclusion. The meal-assistance robot is one of the supporting devices that has
been proposed to help with the self-feeding process of patients. This paper presents an
evaluation of user interface modes for the meal-assistance robot. Five UI modes were
considered and studied according to task completion time, error rate and user preference
evaluation. An experiment was carried out with five patients to evaluate the UI modes.
According to the results of this study, the touch screen and physical button-based UI
mode are recommended for meal-assistance robots. This study can be referred to during
designing MARs and UI modes for assistive robots.
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