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Abstract. Testing of software is the most important and expensive activity in the soft-
ware development life cycle. The testing of the software is performed under various con-
straints like time, and budget. Every software has a large number of test cases. It is not
possible to execute each and every test case because every test case is associated with the
time and cost. In this paper, a system test case prioritization technique is presented. The
proposed technique works at three levels. At the first level, the requirement is prioritized,
at the second level, the modules of the prioritized requirements are prioritized and at the
third level, the test cases of the prioritized modules are prioritized. Some factors have
been considered to perform prioritization at each level. Every factor has been assigned a
weight which is determined using the SPSS Modeler on the basis of the four algorithms.
For experimental verification and validation, the proposed techniques have been applied
on two software.
Keywords: Software testing, Test case prioritization, System testing, TCP, Multilevel
testing

1. Introduction. To ensure the quality of the software, testing of the developed soft-
ware is required [1,2]. Testing in specialized environments requires more attention with
more specialized testing techniques. The testing techniques are dependent on the envi-
ronment [3] and they may change their working behavior according to the environment.
To perform the effective testing within time and budgets [4], the test cases are ordered
and executed in such a way that they detect the maximum faults as earlier as possible.
The testing of the software has been performed at three levels. These levels are unit
testing, integration testing and system testing. In the system testing [5] whole software
is tested by considering the various parameters like the load, and stress. For effective
system testing of the software, a large number of test cases are executed. The cost of
testing of the software includes direct and indirect cost of testing. The direct cost of
testing includes the various testing activities, whereas indirect testing cost includes cost
occurring due to performing poor testing of the software. The study shows that 18% to
35% of the project budget has been spent on testing and quality assurance of the soft-
ware [6]. So, it is very beneficial to execute the test cases in some order which helps to
detect the maximum faults by consuming less cost and time. The test case prioritization
technique schedules the execution of test cases in an order that attempts to increase their
effectiveness in meeting some performance goal [7]. Test case prioritization techniques
mainly order test cases according to some criteria that aim to increase the rate of fault
detection or maximize the code coverage. A lot of work has been published to prioritize
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the test cases of the developed software. The researchers presented various test case pri-
oritization techniques to prioritize test cases to perform the effective system testing of the
developed software. In this paper, a multilevel system test case prioritization technique
has been presented. The proposed approach works at three levels. Firstly, the require-
ment is prioritized. At the second level, the modules of the prioritized requirements are
prioritized. At the third level, the test cases of the prioritized modules are prioritized.
To prioritize the requirement, modules and test cases, some factors have been considered.
For experimental verification and validation, the proposed approach has been applied on
the two software implemented in Java and C++. The finding of the experiments shows
the efficacy of the proposed approach in resultant to reduce the testing cost.

2. Related Works. Meçe et al. [8] investigated the application of the machine learning
techniques to prioritize the test cases. They found that the machine leaning techniques are
used to solve the test case prioritization problem. They surveyed the most recent studies
in this area and discussed the various techniques, data used to prioritize the test cases,
metrices to determine the effectiveness of the proposed approaches, etc. Mahdieha et al. [9]
proposed techniques to enhance the coverage-based test case prioritization approaches. In
the presented approach, they used the bug history of the implemented software to devise
the defect prediction method that was further used to learn a network model. They
considered the coverage based on the faults. Zhang et al. [10] presented a unified modeling
language model-based test case prioritization technique. The proposed techniques first
estimate the probability of the error using C&K metrics. The severity of the errors is
estimated using the dependencies based on model slicing. The priority of the test cases is
determined on the basis of the probability and severity of the errors. Gökçe and Eminli
[11] proposed a model-based test case prioritization technique. They used the neural
network classification to prioritize the test cases. In this approach, test cases are divided
into five groups. The prioritizing groups label each test case as output depending on
an important index weighed by membership degree and frequency of occurrences of all
events belonging to the group. Spieker et al. [12] proposed a test case prioritization and
selection technique in continuous integration. The objective of the proposed approach is
reducing the round-trip time between the developer feedback and code commits on the
failed test case. The presented approach RETECS uses the duration of the previous last
execution and failure history of test cases for selection and prioritization of the test cases.
Singh et al. [13] proposed a machine learning based technique to prioritize the test cases.
They examined the correlation of the software quality and object-oriented metrics. They
introduced the evaluation of the CK metrices. The various considered metrices are the
coupling between objects, depth of inheritance tree, weighted methods per class, number
of children, and response for a class (RFC). They also used four other metrics called
publicly inherited methods, weighted attributes per class, number of methods inherited
and number of methods overridden. The SVM is used to categorize the classes into the
preferred and non-preferred classes.
Lachmann et al. [14] proposed a system test case prioritization technique using the

supervised machine learning. The proposed approach used the black box meta data like
the history and the natural language description of the test case to prioritize the test
cases. They trained the rank classification model by applying the SVM rank algorithm.
Lachmann [15] also presented machine learning-driven test case prioritization approaches
for black-box software testing. The priority value of the test case is calculated by analyzing
the meta data and artifacts of the natural language. In this approach, they combined
the output of different machine learning algorithms for one version and the output of
one algorithm of several versions. Busjaeger and Xie [16] presented a test prioritization
technique that integrates the multiple existing techniques via a systematic framework of
machine learning to rank. The features Java code coverage, text path similarity, text
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content similarity, failure history, and test age are used by the ranking model. Srikanth
et al. [17] proposed a requirement-based test prioritization technique using risk factors.
They extended their earliest approach PORT 1.0 to PORT 2.0. They used two factors,
customer priority (CP) and fault proneness (FP) to prioritize the test cases. From the
experimental outcome, they observed that there is a strong correlation between CP and
FP. Rahman and Saxena [18] proposed a fuzzy logic-based model to prioritize the test
cases. Test cases are prioritized by using the modification in the system and exposure to
risk. They captured the conduct of the system by using the state diagram. Musa et al. [19]
presented a technique to prioritize the test cases using the analysis of dependency graph
model of source code. They used a genetic algorithm that optimized the selected test
cases. Ansari et al. [20] proposed an approach using ant colony optimization algorithm
to prioritize the regression test cases. The proposed technique first takes the test cases
which have covered the maximum faults followed by the selection of test cases that cover
the remaining faults. Yoon et al. [21] proposed a technique to prioritize test cases on
the basis of correlation of requirement and risk. They determined relevant test cases by
computing the risk exposure value of the requirement and by analyzing risk items. Ghai
and Kaur [22] proposed a test case prioritization technique using a hill climbing approach.
The test cases are prioritized on the basis of their functional importance.

History value-based approach for a cost cognizant technique is used to prioritize the
test cases [23]. The past history information is used to determine the cost associated with
the test cases, severity of the detected faults and historical value of the test cases. A
requirement based on system test case prioritization technique prioritizes the test cases
using various factors [24]. The considered factors are requirement change, fault impact,
completeness and reusable requirement to prioritize the test cases. Ashraf et al. [25]
presented a value based practical swarm intelligence algorithm for prioritizing the test
cases. They introduced the combination of six factors for performing the test case priori-
tization. These factors are the customer priority, requirement volatility, implementation
complexity, requirement traceability, execution time and fault impact of the requirement.
Chen et al. [26] compared various test case prioritization techniques in terms of the av-
erage percentage of faults detected (APFD) and APFDc. The finding result shows the
various practical guidelines. Geetha et al. [27] presented a prioritization technique using
the prediction of faults in acceptance testing. They used the combination of the opti-
mized multi-level random walk and genetic algorithm. Qasim et al. [28] presented the
survey related to the techniques to prioritize the test cases. They found that the 35%
test case prioritization techniques are multi-objective and 20% techniques are single ob-
jective. Cheng et al. [29] proposed a technique for testing the changes in configuration.
The proposed technique Ctest can generate a large number of configuration test cases
automatically. The generated Ctest is able to detect the misconfigurations.

By critically reviewing the literature, it has been observed that some critical factors
play an important role to perform the effective testing of the software within time and
cost. Researchers have presented the various techniques to prioritize the test case by
considering the various factors and using different algorithms. However, the researchers
did not consider some factors that play an important role to detect the maximum faults
earlier. The impact of the considered factors on the severity of detected faults by the
test cases was not considered. Researchers have not discussed the viability of the factors
and not provided any prediction value of the factors to detect the maximum faults in the
software. So, to overcome these discrepancies in this paper, a multilevel system test case
prioritization technique has been presented. At each level, some factors have been used
to prioritize the requirements, modules and test cases. For experimental verification and
validation, the experimented results of the proposed technique have been compared with
the existing similar techniques. The comparison results showed the effectiveness of the
presented technique.
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3. The Proposed Work. The proposed approach works in three phases. In the first
phase, the requirements are prioritized. In the second phase, the modules of the ordered
requirement are prioritized. In the third phase, the test cases of the particular requirement
are prioritized. The prioritizations of requirements, modules and test cases are performed
on the basis of some factors. Every considered factor has been assigned a positive weight
which is determined by using the four algorithms in SPSS. The customer, developer,
business analytics, tester, etc. assign a value between 0 to 10 to the considered factors in
the respective phases.

3.1. Determination of the weight for considered factors. For determination of the
contribution weight to each factor, a set of data was collected from various projects im-
plemented by the students. The data collected from the students are analyzed by the four
algorithms using SPSS Modeler [30]. The SPSS Modeler provides the strategic technique
to determine the meaningful relationship among the large set of data. The SPSS Modeler
has various modeling algorithms for specific business expertise. These modeling algorithms
are classification, prediction, and segmentation and association analysis. With the help of
SPSS Modeler, different relationships in data are investigated by applying different mod-
els. These four algorithms are the CHAID, QUEST, C5.0 and C&R Tree [31-34]. The
outcomes of all algorithms are analyzed and the contributions of all the considered factors
are determined to decide the prediction of faults at the requirement, module and test case
level. The average of determined importance value obtained from all algorithms is used
to prioritize the requirement, module and test cases.

3.2. Proposed process of test case prioritization.

3.2.1. Prioritization of the requirement. The requirements are prioritized using the seven
factors which are shown in Table 1. These factors are determined by the analysis of
the software requirement specification. Every factor has been assigned a positive weight
which shows the contribution to predict the occurrence of faults in requirements. Every
factor assigns a value between 0 to 10 by the customer, developer, business analytics, etc.,
respectively. The requirements are prioritized using the calculated value of requirement
prioritization value (RPV) which is calculated by Formula (1).

RPV =
n∑

i=1

Wi ∗ Vi (1)

where W is the weight of the ith factors and V is the value of assigned to the ith factors
of requirement.

Table 1. Proposed factors and weight to prioritize the requirements

Sr. No Proposed factors Predicted weight
1 Implementation complexity 0.0925
2 Cost of change 0.0875
3 Business impact 0.0875
4 Requirement severity 0.0725
5 Requirement dependency 0.14
6 Availability of resources 0.1725
7 Customer priority 0.35
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3.2.2. Prioritization of the module. Modules are prioritized on the basis of the four factors.
These factors are impact on requirement, requirement coverage, complexity of module and
module dependency. Every factor has been assigned a positive weight which is calculated
by applying the four algorithms as shown in Table 2. The values of the factors are
assigned by the developer, business analytics, etc., between 0 to 10. For prioritization
of the modules, the value of module prioritization value (MPV) is calculated by using
Formula (2).

MPV =
n∑

i=1

WMF i ∗ VMF i (2)

where WMF is the assigned weight to the ith factors and VMF is estimated value of the
ith factor of module.

Table 2. Proposed factors to prioritize the modules

Sr. No Proposed factors Predicted weight
1 Impact on requirement 0.1075
2 Requirements coverage 0.255
3 Complexity of module 0.205
4 Module dependency 0.43

3.2.3. Prioritization of the test cases. In this phase, the test cases of the prioritized mod-
ule are prioritized. Prioritization of the test cases is performed on the basis of the six
factors. These factors are the execution frequency, feature covered by test case, test case
effectiveness, test dependency, business impact by test case and fault detection. Every
factor has been assigned a positive weight which shows the capability of detection of the
faults by the test cases. The weight assigned to the factors is shown in Table 3. The
values of factors are assigned by tester and business analytics between 0 to 10. The test
cases are ordered on the basis of the calculated value of the test case prioritization value
(TCPV). This is calculated by Formula (3).

TCPV =
n∑

i=1

WTF i ∗ VTF i (3)

where WTF is the assigned weight to the ith factors and VTF is estimated value of the
ith factor of test case.

Table 3. Proposed factors to prioritize the test cases

Sr. No Proposed factors Predicted weight
1 Execution frequency 0.1375
2 Feature covered by test case 0.2975
3 Test case effectiveness 0.1575
4 Test dependency 0.1675
5 Business impact by test case 0.23
6 Fault detection 0.0175

4. Result and Analysis. For experimental verification and validation, the proposed
approach has been applied on two software of inventory management [35] implement-
ed in Java and library information system [36] implemented in C++ and the results
are compared with the existing similar technique [17]. The considered first software has
performed various operations like addition of customer, update of customer data, add,
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Table 4. Prioritization of requirements

Customer Product Supplier Warehouse
Sales
person

Invoice Help Logoff Exit

Customer
priority (CP)

8 8 5 7 5 8 3 5 3

Requirement
dependency

8.8 8.8 5.5 5.5 5.5 3.3 0 0 0

Cost of change 8 7 5 5 5 5 0 5 0
Implementation

complexity
8 8 5 7 5 5 0 5 0

Business
impact by the
requirement

9 9 5 8 5 9 0 0 0

Requirement
severity

9 9 5 7 5 5 0 0 0

Availability
of resources

5 5 5 7 5 3 0 0 0

RPV 7.7745 7.687 5.0825 6.72 5.0825 5.8295 1.05 3.0875 1.75

Table 5. Prioritization of modules of highest prioritized requirement

add edit customer Search Delete Print
Impact on requirement 9 7 5 2
Requirement coverage 1.11 1.11 1.11 1.11
Complexity of module 9 5 5 4
Module dependency 7.5 5 0.25 0.25

MPV 6.3205 4.2105 1.9530 1.4255

Table 6. Prioritization of modules of highest prioritized module

TC1 TC2 TC3 TC4 TC5 TC6
Test case effectiveness 0 0 0 0 0 0
Execution frequency 9 9 3 9 3 1
Test dependency 8 8 3 9 2 1

Business impact by test case 9 9 0 9 0 1
Feature covered by test case 5 5 5 5 5 5

Fault detection 6 7 3 9 3 1
TCPV 6.24 6.25 2.4 6.46 2.32 2.04

remove, delete and update the product. To analyze the effectiveness of the proposed ap-
proach, some faults are introduced in the software, which are detected by applying the
proposed approach. The outcomes of the proposed approach have been shown in Table 4.
Table 4 shows the prioritization of the requirement. The highest prioritized require-

ments have four modules. These modules are the add edit customer, search customer,
print, and delete the customer. The prioritization process of the modules using contribu-
tion weight is shown in Table 5.
The prioritized order of the modules is add edit customer, search customer, delete

customer and print. Now the test cases of the highest prioritized modules are prioritized.
Table 6 shows the prioritization of the test cases of the add edit customer module.
On the basis of the obtained value of the TCPV, the execution order of the test cases

of the add edit customer module is TC4, TC2, TC1, TC3, TC5, and TC6. The graph
in Figure 1 shows the average percentage of faults detected (APFD) of the proposed
approach, non-prioritized approach and the PORT 2.0 approach [17].
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Figure 1. APFD graph of non-prioritized, PORT 2.0 and proposed approach

The same approach was applied on the second considered software library informa-
tion system implemented in the C++ programming language. The considered software
performs the various functions like acquisition of books, membership maintenance, book
issue, book return, renewal of membership and answer management queries. For exper-
imental verification, 98 faults have been introduced intently in the considered software
which are detected using 111 test cases. The experimented results are shown in Figure 2.
APFD values of non-prioritized, PORT 2.0 [17] and the proposed approaches of two case
studies are shown in Table 7.

Figure 2. APFD graph for non-prioritized, PORT 2.0 and proposed ap-
proach for library information system

Table 7. APFD values of the non-prioritized, PORT 2.0 and proposed approach

Sr. No. Name of approaches APFD case study 1 APFD case study 2
1 Non-prioritized approach 50% 49%
2 PORT 2.0 approach 51% 50%
3 Proposed approach 56% 55%

5. Conclusion. In this paper, a system test case prioritization technique has been pre-
sented. The proposed approach works at multiple levels. Firstly, the requirement is pri-
oritized. At the second level, the modules of the prioritized requirements are prioritized.
At the third level, the test cases of the prioritized modules are prioritized. The prioriti-
zations of the requirement, modules and test cases have been performed on the basis of
some factors. Each factor has assigned a positive weight which can be computed by using
the four algorithms in SPSS Modeler. These four algorithms are the CHAID, QUEST,
C5.0 and C&R Tree. A survey has been performed to collect the data to compute the
weight of factors. For experimental verification and validation, the proposed approach
has been applied on the two software implemented in Java and C++. The finding of the
experiments shows the efficacy of the proposed approach in resultant to reduce the testing
cost and time.
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