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Abstract. Feature values on highly different scales can decrease model performance
prediction of cryptocurrency prices. Therefore, this work aimed to present a comparative
study for data normalization in order to recognize the most appropriate method of da-
ta normalization for cryptocurrency price prediction. Three common data normalization
methods often used in regression analysis as z-score, min-max and log scaling were com-
pared. These data normalization methods were performed in the pre-processing data step,
with scaled feature values used to develop the predictive models based on Support Vector
Regression (SVR) and Long Short-Term Memory (LSTM). After evaluating the results
by Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), the evaluation
showed that the z-score method returned slightly better results than the min-max and log
scaling methods. If considering the computational time, the z-score method required a
slightly longer time because it calculates the mean and standard derivation values before
the scaling feature values.
Keywords: Data normalization, Cryptocurrency, Price predication, Z-score, Min-max,
Log scaling, SVR, LSTM

1. Introduction. Cryptocurrencies, as types of crypto-assets, are digital or virtual ex-
change media that use cryptography to protect and verify transactions through a secure
network system known as blockchain technology [1]. The middle trading price varies ac-
cording to market forces. A cryptocurrency acts as a medium for exchanging value through
the Internet. Most investors in this field focus on speculating future cryptocurrency value
[2].

Currently, there are over 2,000 different cryptocurrencies, and each has a different level
of popularity and trust [3]. The five most valuables by market cap, calculated as the
number of coins multiplied by the trading rate are Bitcoin, Ethereum, Ripple, Bitcoin
Cash and Litecoin. Bitcoin, with the highest market value, is the most popular [4], while
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Ethereum comes a close second and can be used for transactions of more than 116 of the
world’s most famous companies including Intel, Microsoft, JP Morgan, and Toyota [5].
A cryptocurrency does not provide value such as gold or any other guaranteed asset

like regular currency. Its value is set according to the market supply and demand. This
can vary in popularity; therefore, unit prices of cryptocurrencies are volatile, sensitive and
highly changeable over time. As a result, if the price of cryptocurrencies can be predicted
in advance, this information can be used for beneficial investment decision-making [6-
10]. Many studies have attempted to predict the price of cryptocurrencies over the past
decade, using data mining as the main process, to discover a potentially useful predictive
model from cryptocurrency datasets through the process of data mining [11].
The main tasks in the data mining process are data preparation, modeling, and eval-

uation [12]. Data preparation is an important processing step in data mining [13,14].
It eliminates noise and transforms the data to a suitable format for data analysis and
modeling using data mining algorithms such as K-nearest neighbor, support vector re-
gression, random forest and artificial neural networks to develop a model to predict future
cryptocurrency prices. Finally, after modeling, the performance of the predictive model
is evaluated.
The data preparation stage is very significant in predictive data mining, and this pro-

cess involves over 80% of the data analytics tasks [13,14]. Data preparation includes
many important steps and data normalization is fundamental in this part of the process-
ing [15]. Data normalization is used to transform feature/attribute values in a dataset
to a similar or the same scale [15-17]. This phase removes outliers and ensures that all
features/attributes equally impact the result during the prediction process. Data normal-
ization techniques include min-max scaling [17], z-score (or standard scaling) [17], and log
scaling [18]. Many studies for cryptocurrency price prediction applied min-max scaling
for normalizing data, while a few utilized z-score scaling. Also, some studies such as [19],
improved an existing normalization method to design a new one for improving classifica-
tion accuracy. However, these studies did not provide sufficient reasons for using specific
data normalization techniques.
Here, we compared data normalization techniques to identify the most appropriate for

use in a framework to predict the price of cryptocurrencies. Four data normalization tech-
niques were compared based on predictive models developed by Support Vector Regression
(SVR) and Long Short-Term Memory (LSTM). Experimental results were evaluated by
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE).

2. Data Normalization Techniques. To the best of our knowledge, common data
normalization techniques used for predicting the price of cryptocurrencies are presented
as follows.
Min-Max Normalization: This technique, also known as min-max scaling, converts

floating-point feature values as 0 and 1 (or −1 to +1 in some cases) from their natu-
ral range to a standard range [17]. Minimum and maximum feature values are 0 and
1, respectively. The technique scales floating-point feature values to a range using the
formula:

x′ = (x− xmin)/(xmax − xmin) (1)

where x is considered as a feature value, while the approximate lower and upper bounds
on the dataset with few or no outliers are xmin and xmax, respectively. The dataset is
commonly normalized as the scikit-learn object MinMaxScaler through Python.
Log Scaling : This technique takes the logarithm (log) of floating-point feature values

to convert a wide data range to a narrow data range [18]. It can use the following simple
formula.

x′ = log(x) (2)

where x is considered as the feature value.
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Z-score: This technique, also known as data standardization or standard scaling, is a
scaling approach used to represent the number of standard deviations away from the mean
[17]. The z-score approach helps to ensure that feature distributions have a mean of 0
and a standard deviation of 1. This technique is useful when there are few outliers, and
can be represented as

x′ = (x− µ)/SD (3)

where x is considered as a feature value, while µ is a mean and SD is a standard deviation.

3. Main Results. This section explains how to identify the most appropriate data nor-
malization technique for use in a framework to predict the price of cryptocurrencies uti-
lizing Python and scikit-learn.

3.1. Datasets. This section describes datasets used for this study. Three cryptocurrency
datasets download from https://www.cryptocompare.com, which are shown in Table 1.
Those datasets are represented in the csv format and example of bitcoin dataset can be
shown as Figure 1.

Table 1. Datasets

Cryptocurrency Total number of instances in each dataset
Bitcoin (BTC) 2,000

Ethereum (ETH) 2,000
Litecoin (LTC) 2,000

Figure 1. Examples of Bitcoin dataset

These datasets consist of nine common features as cryptocurrency name, time stamp,
highest price during the day (high), lowest price during the day (low), the number of
assets traded at the start of the day (volume from), the number of assets traded at the
end of the day (volume to), types of exchange rate (conversion type), open price (open),
and close price (close). The time stamp of these datasets is between August 13th, 2016
and January 3rd, 2022.

However, high, low, volume from, volume to, and open are used as the predictive
variables to learn a mapping from input variables to a target variable (close). The holdout
method is conducted on all the models. 80% is used as the training set and the rest is
used as the testing set.

3.2. Framework for predicting cryptocurrency price. To identify the most appro-
priate data normalization technique, three common normalization techniques are com-
pared through a framework for predicting cryptocurrency price detailed as follows.

Stage 1: Missing Value Handling
This study used the simple technique of discarding any instance detected containing

a feature with a missing value. Data values were missing for less than 1% of the total
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instances. Therefore, discarding instances containing features with missing values had
little effect on the overall data analysis.
Stage 2: Data Normalization
Three techniques often used to normalize cryptocurrency data were compared. In

general, the best normalization method depends on the data to be normalized. However,
we aimed to recognize the most appropriate common technique used for predicting the
price of many cryptocurrencies.
Stage 3: Predictive Model Development
Two algorithms as Support Vector Regression (SVR) and Long Short-Term Memory

(LSTM) were compared to develop the predictive models.
Support Vector Regression (SVR): It is a modification of Support Vector Machines

(SVM) [20]. SVR was introduced to solve regression problems and identify a function
that approximates mapping from an input to an output domain as real numbers based
on a training sample [20]. The basic idea behind SVR is to find the best fit line within
a threshold as a hyperplane having the maximum number of data points. The threshold
is the distance between the hyperplane and boundary line. The basic principle of SVM
uses w as weight and b as bias. When any vector x is an input vector, the value of y can
be estimated using the following equation:

y = wT · x+ b (4)

SVR also has an additional adjustable parameter ε, called the ε-insensitive errors.
Its value is used to determine the width of the tube around the predictive function (or
hyperplane or regression line). Data points falling inside this tube are regarded as correct
predictions. The regularization constant C is a penalty parameter of the error as a
tradeoff between the risk and the regularized term, while the slack variables (ξi and ξ′i)
are applied to calculating the difference between training data outside the sensitive zone,
where i = 1, 2, . . . , n. The SVR can be formulated as

Minimize :
1

2
||w||2 + C

n∑
i=1

(ξi + ξ′i) (5)

Subject to :


yi − wTK(xi)− b ≤ ε+ ξ′i
wTK(xi) + b− yi ≤ ε+ ξ′i
ξi, ξ

′
i ≥ 0, i = 1, . . . , n

(6)

whereK is the kernel function used to map the data point xi into high-dimensional feature
space. This study applied the Radial Basis Function (RBF) kernel for the SVR algorithm,
represented as follows:

K(xi, xj) = exp

(
−||xi − xj||2

2σ2

)
(7)

Therefore, instead of transforming the points xi and xj to very high dimensions and
calculating the dot product there, K can be calculated directly from two samples xi and
xj, represented as feature vectors in some input space, assuming σ as a free parameter.
Long Short-Term Memory (LSTM ): It is a modification of a Recurrent Neural Network

(RNN) [21]. LSTM is useful for modeling sequence data because it retains an internal
state to keep track of the data it has already seen [21]. However, there are connection
differences between the hidden layers and memory cells of hidden layer structures. LSTM
consists of three main layers as forget gate layer, input gate layer and output gate layer.
Let fh be the activation function of the hidden layer (e.g., tanh or sigmoid function), fy
be the activation function of the output layer (i.e., softmax function), Wh be the weight
matrix of the hidden layer, while ht be the hidden state and Uh be the transition matrix
(or hidden-state-to-hidden-state matrix). An architecture of LSTM can be presented as
Figure 2.
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Figure 2. An architecture of LSTM

The fomulae of LSTM can be represented as

ht = fh(Uhht−1 +Whxt + bh) (8)

yt = fy(Wyht + by) (9)

The forget gate layer computes a value between 0 and 1 using a sigmoid function from
input xt, and the current hidden state (ht). If the forget gate returns 0, then delete the
original cell state but if the value obtained from the forget gate is 1, then continue to keep
this cell state.

ft = σ (Wxfxt +Whfht−1 + bf ) (10)

Next, the tanh function is utilized as a nonlinear function to the sigmoid (0-1) output
function, and applied to calculating a threshold output in the range [−1, 1].

The input gate layer determines which entries in the cell state to update by computing
0-1 sigmoid output, and then determines the number to add/delete from these entries
by computing the tanh output function (value −1 to 1) of the input and hidden states.
Then, the forget gate and input gate cell states that maintain a vector Ct in the same
dimension as the hidden state (ht) are updated and scaled to −1 to 1 using the tanh
function, formulated by Equation (11).

gt = tanh (Wxcxt +Whcht−1 + bc) (11)

Then,

Ct = ft ⊙ Ct−1 + it ⊙ gt (12)

If ft is 0, the original cell state is removed. Then, Ct−1 is not used to update the cell
state. However, if ft is 1, Ct−1 is maintained for updating the cell state. Consider it as
an output from the input gate. If the value of it is 1, the value of it is used to update the
cell state. However, if the value of it is 0, we cannot use the value of it to update the cell
state. Finally, a new value of Ct is obtained.

To determine which elements of the cell state to “output”, the output gate layer calcu-
lates a sigmoid written as Equation (13).

ot = σ (Wxoxt +Whoht−1 + bo) (13)

Finally, we obtain the output as the ht value for next sequence, formulated by Equation
(14).

ht = ot ⊙ tanh(Ct) (14)
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If the output gate gives the ot value as 0, then the value of ht will also be 0 and will
not send any values. At the same time, if the ot value is 1, we will calculate ht and be
sent outside.

3.3. Setting algorithms for training predictor models. For modeling the cryptocur-
rency price predictors, the RBF was used as the kernel function for the SVR algorithm.
Meanwhile, in LSTM algorithm, the batch size of the LSTM setting was kept constant at
34, the number of epochs was 100, the value of dropout was 0.2 and the window length
was 5. The number of neurons was 100 and the number of densities was 1. We default
‘Adam’ as the optimization function, and use the Rectified Linear Unit (ReLU) as the
activation function.

4. Results. Two common metrics as Mean Absolute Error (MAE) [22] and Root Mean
Squared Error (RMSE) [21] were applied to evaluating their prediction performance of
the closing price of cryptocurrencies. Many data normalization techniques have been ap-
plied to transforming features on a similar scale. MAE is a widely used linear method to
evaluate the difference between predicted and actual values, while RMSE is a quadratic
scoring rule that determines the average magnitude of the error, and calculates the predic-
tion error by measuring the distance of data points from the regression line. Experimental
results are shown in Table 2.

Table 2. The experimental results

Datasets
Normalization
techniques

SVR with
RBF kernel

LSTM
Computational
time for data

MAE RMSE MAE RMSE
normalization

(ms.)

BTC

Z-score 0.0425 0.0531 0.0442 0.0588 0.000095
Min-max scaling 0.0426 0.0531 0.0460 0.0601 0.000045

Log scaling 0.0702 0.0818 0.0732 0.0933 0.000010
Without

normalization
0.0736 0.0930 89134.36 169312.78 0

ETH

Z-score 0.0589 0.0800 0.0618 0.0846 0.000102
Min-max scaling 0.0602 0.0807 0.0732 0.1130 0.000068

Log scaling 0.0658 0.0805 0.1235 0.1553 0.000011
Without

normalization
0.0920 0.1224 113496.32 192686.25 0

LTC

Z-score 0.0619 0.0824 0.0638 0.0854 0.000098
Min-max scaling 0.0620 0.0824 0.0646 0.0877 0.000050

Log scaling 0.0495 0.0667 0.0917 0.1177 0.000011
Without

normalization
0.1080 0.1396 123181.06 170729.19 0

Modeling future cryptocurrency prices without normalizing the predictive variables
returned poor results for all models (Table 1). Performing data normalization before
training the predictive models gave better results than modeling predictors without data
normalization. Data normalization improved regression predictive modeling performance,
especially for feature values with diverse ranges. Data normalization improved model
training stability and also assisted machine learning using gradient descent algorithms
(e.g., SVR) to converge to the global minima faster and better, thereby avoiding algorithm
bias to one feature based on its representation.
Table 3 presents average scores of MAE and RMSE for each model. Results show that

the z-score method was the most effective, while the log scaling method was least effective.
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Table 3. The average scores of MAE and RMSE for each model

Algorithms
Average scores of MAE Average scores of RMSE
Z-score Min-max Log Z-score Min-max Log

SVR with RBF kernel 0.0544 0.0549 0.0618 0.0656 0.0721 0.0763
LSTM 0.0566 0.0613 0.0961 0.0763 0.0869 0.1221

The z-score scaling method returned better results than the other two methods because it
considered the mean value as well as the variability in a set of raw scores. Consequently,
this method effectively handled outliers and gave a more accurate representation of data
distribution using standard deviation to consider the variability in a set of raw scores.
The min-max scaling method does not adequately handle outliers and operates with all
features having the same scale, while the z-score scaling method does not return the exact
same scale. In this study, the z-score scaling method also requires more computation time
than other normalization techniques for scaling feature values because it calculates the
mean and standard derivation values before the scaling feature values.

5. Conclusions. Machine learning algorithms were applied to developing a model for
predicting cryptocurrency prices and to determining trends by comparing data point fea-
tures. Feature values on highly different scales often reduce model performance prediction.
To handle this issue, data normalization is required during the data pre-processing step,
also known as feature scaling, to transform the range of data features. Data normal-
ization is a necessary pre-processing step for predictive modeling of wide-ranging values
when using machine learning algorithms such as SVR and LSTM. This study compared
data normalization methods to predict the price of cryptocurrencies. Three data nor-
malization methods as z-score, min-max and log scaling were examined using SVR and
LSTM. Results were also compared with models developed without normalizing the data.
Predictive models that did not apply data normalization method returned the poorest
results if comparing to the predictive models that apply data normalization methods.
Meanwhile, z-score and min-max scaling methods returned better results than the log
scaling method. However, the z-score method gave slightly better results than the min-
max method. When considering real-world applications, both the z-score and min-max
scaling methods returned efficient results. Choosing between z-score and min-max scal-
ing for data normalization often depends on the type of model receiving the input data.
It is also noted that data normalization may not be required for the linear regression
problem because the coefficients are calculated to determine the proper scaling. For the
future work, we may present a comparative study for recognizing the most appropriate
algorithms for modeling of cryptocurrency price predictor.
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