
ICIC Express Letters
Part B: Applications ICIC International c⃝2022 ISSN 2185-2766
Volume 13, Number 6, June 2022 pp. 655–662

CYBERBULLYING DETECTION USING WORD EMBEDDING
FAST TEXT

Cindy Rahayu1, Henry Lucky2 and Derwin Suhartono2

1Computer Science Department, BINUS Graduate Program – Master of Computer Science
2Computer Science Department, School of Computer Science

Bina Nusantara University
Jl. K. H. Syahdan No. 9, Kemanggisan, Palmerah, Jakarta 11480, Indonesia

{ cindy.rahayu; henry.lucky }@binus.ac.id; dsuhartono@binus.edu

Received August 2021; accepted November 2021

Abstract. Cyberbullying is a threat to the mental health of young people that are grow-
ing along with advances in technology. In addition, social media can also have a negative
impact by posting cruel writings or making arbitrary comments without thinking about
the consequences on others. This is what makes one of the occurrences of violence in cy-
berspace which is often called cyberbullying. Various methods have been proposed to detect
cyberbullying, one of which is machine learning technology, and many studies have been
carried out to overcome this problem. However, cyberbullying detection solutions still
face challenges, such as cyberbullying datasets which are still difficult to obtain and have
low accuracy. The purpose of this study is to build a cyberbullying detection model with
optimal accuracy in identifying cyberbully conversations using word embedding. This stu-
dy introduces the use of the recently released FastText word embedding as a repetition of
the word to perform sentiment analysis and cyberbullying tasks. Our proposed model uses
FastText word embedding. Based on the experimental results using the “Formspring.me”
dataset from Kaggle and classification using SVM, we successfully obtained a recall value
of 91%, precision 93%, and F1-Score 93%.
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1. Introduction. The rapid development of social media among teenagers as a com-
munication tool that is easy to use, equipped with applications supported by Internet
facilities, and can be accessed anywhere has created a major phenomenon in the flow of
information. The growth of social media has also brought a new phenomenon in society
as an arena for bullying behavior. Cyberbullying is an act to give negative comments
that have a repetitive quality [1]. Social media provides users with a good platform for
communication and information sharing and allows them to access the latest news easily.
However, these platforms are also places where users are victims of bullying, bullies, or
bystanders. Although most parents reported that bullying occurred in school [2], 19.2%
of people said that bullying occurred through social media sites and apps. Another 11%
said they had been bullied through text messages, while 7.9% believed video games were
the source. At the same time, 6.8% of people on non-social media sites reported bullying,
while 3.3% reported bullying via email [2].

Along with the development of natural language processing (NLP) in machine learning,
several new ideas have been provided to detect cyberbullying. Natural language process-
ing is a theory-based computer technology that focuses on the automated analysis and
expression of human language. This technology has been widely used in various fields,
including sequence generation, machine translation, and recommender systems [3].

In recent years, there have been studies related to sentiment analysis and cyberbullying
detection, namely research from [4] stated that nowadays, many people express their

DOI: 10.24507/icicelb.13.06.655

655



656 C. RAHAYU, H. LUCKY AND D. SUHARTONO

opinions with language that tends to be ambiguous and use complicated word choices.
Often many words have a relationship with other words, even have similar meanings.
Word embedding method can be used to find the similarity of words’ meanings. Word
embedding is a type of word representation that allows words that have similar meanings
to be understood by machine learning algorithms [5]. There are several commonly used
word embedding models, namely Word2Vec (Google), Glove (Stanford), and FastText
(Facebook).
In previous research, [6] has tried to combine FastText word embedding with several

classification algorithms such as Näıve Bayes, SVM, and XGBoost to detect spam in
Indonesian-language Instagram posts. From the results of the research, FastText is quite
helpful in increasing the accuracy of each classification algorithm. As a result, all classifiers
combined with FastText have accuracy above 80%.
Based on the results of previous studies, this study will research cyberbullying detection

in text conversations using the Word Embedding FastText method as the proposed model.
In this study, the word embedding FastText model will be used because it managed to
obtain the best accuracy compared to Word2Vec and Glove in the previous study [7]. In
addition, the FastText model has advantages. One of them is the ability to handle words
that we have never encountered before (Out of vocabulary words or known as OOV).
For example, non-standard words such as “Optimization” will still get the vector. The
Word2Vec library or the traditional one hot encoding technique described earlier will
result in an error when receiving a word that is not in the dictionary [8].
The contribution of the paper can be summarized as the following points.

1) The extraction feature used is word embedding fast text. Word embedding is a useful
method for representing words in vector form. This method can improve the perfor-
mance of sentiment analysis; therefore, word embedding is widely used in research that
discusses sentiment analysis.

2) The FastText method learns word representation by considering sub word information.
Each word is represented as a set of n-gram characters. Thus, it can help capture the
meaning of shorter words and allow embedding to understand the suffixes and prefixes
of words in the dataset.

3) Using five algorithms and confusion matrix to see the best performance. The algorithms
used for classification are SVM, Näıve Bayes, Random Forest, KNN, and Decision Tree.

The organization of the rest of this paper can be summarized as follows. Section 1
discusses about the research background of this study. Section 2 elaborates a lot regarding
related works in cyberbullying detection. Section 3 describes the proposed solution by
using FastText. Section 4 opens the results of the experiments as well as the related
discussion. Lastly, Section 5 concludes all studies that were conducted in this research
works.

2. Related Works. In this section, we discuss the related works in cyberbullying de-
tection. By using word embedding, some representations of the semantic and syntactic
relationship between words can be found. It allows us to capture the finer attributes
and contextual cues inherent in human language [9]. After the publication of [10], word
embedding became very popular [11], especially after the implementation of Word2Vec.
Word2Vec obtains the representation of the word by looking at the context in which the
word appears, thereby using the concept of distributed semantics. Two well-known slo-
gans are included in the concept of distributed semantics. The first one comes from Firth
(1968), which stated, “We can predict a word by the company it owns,” and the sec-
ond one comes from Harris (1954), which stated, “We understand the meaning of words
through the context of the text”.
An alternative toolkit for training embeddings is FastText [12]. The main difference

between Word2Vec and FastText is that Word2Vec treats each word in the corpus as
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a separate subject and generates a vector for each word. FastText treats each word as
consisting of character n-grams. Therefore, the vector of words consists of the sum of the
n-grams of the character. The advantage of FastText is that it can accurately represent
rare words because some of their n-grams are likely to appear in other words.

By using the Word2Vec tool, two different word embeddings architectures can be ob-
tained. One is the continuous bag of words (CBOW). For the CBOW architecture, the
input to the model is the preceding and following words of the central word, while the
output of the model will be the central word. Therefore, we can think of the task as
“predicting words based on context”. The second architecture is skip-gram, where the
input of the model is a word, and the output may be surrounding words. Therefore, the
task here is to “predict the context of a given word”. The skip-gram model is suitable for
a small amount of training data and can even represent rare words. The training speed
of CBOW is several times faster than skip-gram, and the accuracy for frequent words is
slightly higher. An alternative toolkit to train embeddings is the FastText [12]. The main
difference between Word2Vec and FastText is that Word2Vec treats each word in the
corpus as a separate subject and generates a vector for each word. FastText treats each
word as consisting of character n-grams. As a result, the vector of words consists of the
sum of the n-grams of the character. The advantage of FastText is that it can represent
rare words well because some of their n-grams may also appear in other words. Glove
(global vectors for word representation) is an additional algorithm to train embeddings
[13].

After training the word embeddings, it will be evaluated. The most common em-
beddings evaluation methods are i) the word semantic similarity method is based on the
following fact: usually, the embeddings space can extract the word similarity by providing
cosine similarity. [14] shows the similarity between this distance and human judgment;
ii) the second more popular method is word analogy. It is based on the concept that
arithmetic operations in a word vector space could be predicted by humans. For example,
assuming words King, man, and woman, the predicted word should be Queen since the
relation “King: man” is “property: sex”; thus, it must be found what is the property of
female [15]; iii) another method for evaluation of embeddings is the concept categoriza-
tion or word clustering. According to this method, the embeddings are clustering a set of
given words according to pre-defined categories [16]; iv) an additional method to evaluate
embeddings is synonym detection. For a given word, a set of words is provided, and the
model must determine the synonym. This method is based on word semantic similarity;
v) finally, embeddings can be evaluated with the detection of outliers in a group of words.
This method is like the concept of categorization, where words are clustered in different
groups.

[17] proposed a system to detect cyberbullying in Indonesian social media text us-
ing bidirectional encoder representations from transformers (BERT). This study uses
real-world datasets and four pre-trained BERT models for comparison. The best mod-
el obtained is IndoBERT, with an average F1 score of 0.8229. The normalized data set
produces better F1 scores for all models. Further fine-tuning the IndoBERT model using
the normalized data set provides a higher F1 score of 0.84.

3. Methodology. To find out and analyze the pattern of actions taken by the perpe-
trator, it is necessary to identify cyberbullying in text conversations. From the results
of the literature study that has been carried out, research on the analysis and detection
of cyberbullying has been carried out to classify words that contain bullying. Figure 1
shows the stages carried out in this work.
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Figure 1. Research method

3.1. Data collection. We collect a text conversation dataset from Kaggle (www.kaggle.
com), which provides 1,600 conversations from Formspring.me. The fields Post is a combi-
nation of (Question and Answer), and Severity is used as a label in this research.

3.2. Preprocessing. In this phase, training data and test data are preprocessed to con-
vert them into usable data. Each data will go through several stages in this preprocessing
process, including

1) Data cleaning & data balancing
The total data retrieved from www.kaggle.com is 12,729, including 11,661 data with
non-cyberbullying label and 1,068 data labeled cyberbully. Data cleaning is done with
Python by eliminating conversations that have total characters under 15 letters to
delete meaningless words like “haha”, “hehe”, “wkwk”, “emm”, “umm”. Also, because
of the heavy imbalance between the two classes (cyberbully and non-cyberbully), the
amount of data used is adjusted to 1,600 data in order to balance the dataset (800
labeled cyberbully and 800 labeled non-cyberbully).

2) Tokenization
Tokenization is the process of dividing text or conversations, which can be in the form
of a sentence, paragraph, or document, into tokens or certain parts.

3) Transform case
Convert to lower case for easier processing. The purpose is to not distinguish between
uppercase and lowercase letters.
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4) Stop word removal
Using the stop word filter (English), unnecessary words in each text conversation are
deleted according to the English vocabulary.

5) Filter token
The number of characters selected by the token filter is between 3 and 25 because
words with less than 3 characters are stop words, and characters with more than 25
characters are rarely used.

6) Stemmer
Convert words in text conversations into basic words.

3.3. Feature extraction. Our proposed model to detect cyberbullying uses FastText
word embeddings. It proved to be effective in extracting similar features with similar
word representations with the same meaning. Based on experiments and several previous
studies [7], which compared the performance of Word2Vec, Glove, and FastText, the best
performance from the experiment was obtained by using the FastText word embedding
model.

We propose FastText and similarity word detection methods to analyze cyberbullying
in conversation in fromspring.me. FastText is a library released by Facebook that can be
used for word embeddings. FastText itself is a development of the Word2Vec library, which
has long been known as a library for word embeddings. There are several advantages of
FastText over Word2Vec. One of them is FastText’s ability to handle words that we have
never encountered before (Out of vocabulary word, also known as OOV) [7].

fsubword : (v(c1, . . . , cn)) → h (1)

FastText syllable made from a vocabulary and sequence character (c1, . . . , cn) into vector
h. Sequence language character indicate composition of information from word meaning
[18].

Figure 2 shows the CBOW model with multi-word context settings. When calculating
the output of the hidden layer, the CBOW model does not directly copy the input vector
of the input context word but takes the average value of the vector of the input context

Figure 2. Continuous bag-of-words model
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word and uses the product of the input → hidden weight matrix and the average vector as
the output [19]. CBOW’s training speed is faster than skip-gram, but skip-gram is more
accurate than CBOW [20]. This model uses context to predict the target word. CBOW
has a shorter training time and has slightly better accuracy for frequent words.

3.4. Classification. There are many types of machine learning algorithms used for clas-
sification in sentiment analysis. In this stage, there are five scenarios used to see the best
performance. The classification methods used are SVM, Näıve Bayes, Random Forest,
KNN, and Decision Tree. Therefore, they are the most useful and reliable analysis algo-
rithms. The researcher chose these five algorithms because they generally performed well
on several cases or datasets.

3.5. Evaluation. For the evaluation and validation, the cross-validation method is used
to measure the performance of 2 classes using the confusion matrix. The dataset is ran-
domly divided into 80% training data and 20% testing data. Experiments are carried out
by classifying them into two classes, namely:

1) Class Yes: Contains conversations that involve cyberbullying
2) Class No: Contains conversations that are not cyberbullying

4. Experiment Result and Discussion. In this section, we discuss the results of test-
ing five scenarios and the classification performance using the SVM, Näıve Bayes, Random
Forest, Decision Tree, and KNN methods. The following are the results of five classifica-
tion performances evaluated from three aspects: recall, precision, and F1-Score.

Table 1. Result of testing five scenarios on recall, precision and F1-Score

No Classification Recall Precision F1-Score
1 SVM 0.91 0.93 0.93
2 Näıve Bayes 0.68 0.69 0.69
3 Random Forest 0.88 0.88 0.88
4 Decision Tree 0.78 0.80 0.77
5 KNN 0.73 0.73 0.72

Figure 3. Result of performance classification

From Table 1 and Figure 3, it can be explained that the best performance of the five
scenarios in classifying text conversations is the SVM method with the highest F1-Score
of 0.93, compared to the performance of the Random Forest, Decision Tree, KNN, and
Näıve Bayes.
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The following Table 2 describes the results of the SVM algorithm in the form of a
confusion matrix:

Table 2. Result of confusion matrix 2 class

SVM Pred No Pred Yes
Actual. No 160 0
Actual. Yes 28 132

1) Among 160 testing data labeled as “Yes”, there are 132 data correctly predicted as
“Yes”, indicated as cyberbullying. While 28 data contained prediction errors.

2) For the 160 test data that are labeled as “No”, there are also 160 data that match the
prediction “No”, indicated as non-cyberbullying. While 0 data contained prediction
errors.

Based on Table 2, the SVM algorithm works in accordance with the purpose of our re-
search, which is to detect sentences that are classified as cyberbullying and non-cyberbully-
ing automatically.

5. Conclusions. Several methods can be used to represent text in vectors, one of which
uses word embeddings. In this study, observations were made on cyberbullying and word
embeddings of FastText to detect cyberbullying. FastText is built on the Word2Vec model,
which is based on sub words or syllables. From the results of the research that has been
carried out in this paper, it can be taken as follows.

1) This study succeeded in building a model to detect cyberbullying using FastText word
insertion.

2) The best classification performance is the SVM method with the highest F1-Score 0.93
compared to the Random Forest, Decision Tree, KNN, and Näıve Bayes methods.

It is recommended for further research to detect cyberbullying using a data collec-
tion of Indonesian conversations with the FastText word embedding method because the
classification of cyberbullying in Indonesian is more interesting and challenging.
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