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Abstract. The goal of vehicle routing problem with time windows (VRPTW) is to find
the minimum cost routes to deliver the customers within due time, considering that each
vehicle has a limited capacity. This paper proposed ant colony optimization (ACO) to
solve VRPTW problems. However, ACO often experiences trapping in local optimum.
This article proposed an improved ACO by using the limited search space technique, the
novel updating pheromone technique, and the re-initialization pheromone technique. Us-
ing these techniques simultaneously has proven to solve VRPTW problems and increased
searching performance of the ACO. The proposed technique was tested on fifty-six maps
from a series of Solomon and provided more satisfactory results in comparison with other
ACO techniques.
Keywords: Vehicle routing problem with time windows, Ant colony optimization, Op-
timization, Re-initialization, Local search, Swarm intelligence

1. Introduction. The vehicle routing problem with time windows (VRPTW) is a com-
binatorial optimization problem and NP-hard problem [1,2], as well as a popular problem
for comparing the performance of algorithms. VRPTW is caused by logistical problems,
scheduling issues, and supply chain management issues. In the recent years, many re-
searchers have proposed using heuristic to solve VRPTW or problems are similar to it
because the results are highly accurate in effectively solving large and complex problems
such as simulated annealing (SA) [3], combined scheduling model [4], neighborhood search
[5], genetic algorithms (GA) [6,7], TABU search [8,9], particle swarm optimization (PSO)
[10], and ACO [11-15]. ACO has successfully solved vehicle routing problems (VRP)
[16,17]. Hence, this paper focuses only on the ACO that solves VRPTW problems. ACO
is motivated by the foraging behavior of an ant colony [18-20]. This approach has been
widely used for solving optimization problems [21] such as job scheduling problems, travel-
ing salesman problems (TSP), network routing and VRP. The advantages of ACO [21-23]
are rapid discovery of good solutions and good efficiency for TSP or similar problems.
However, the disadvantage of ACO [21-23] is that it has a propensity for trapping in the
local optimum. To overcome the disadvantages of ACO, many researchers [14,15,24,25]
have increased its searching diversity by adding the mutation technique and reset tech-
nique to the ACO process. In addition, many researchers [13-15,25] have added the
neighborhood search technique or local search technique to the ACO process to improve
the resulting solutions. To manage trapping in the local optimum, this paper proposes
using the limited search space technique, the novel updating pheromone technique, and
the re-initialization pheromone technique applied to ACO. A set of the Solomon fifty-six
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maps [26,27] was used to compare with other ACOs, and the proposed algorithm. The
best paths of the Solomon fifty-six maps were presented by [28]. The results show that the
quality and reliability of the solutions using the proposed technique were better than oth-
er comparative algorithms. VRPTW, ACO, the neighborhood search, and the previous
modified ACO with VRPTW are provided in Section 2. Section 3 explains the proposed
algorithm. Section 4 explains the experiment results, and Section 5 concludes the paper
with a brief summary.

2. Background.

2.1. VRPTW. The goal of VRPTW is to find a set of minimum cost routes to transport
goods to all customers for a specified period of time without exceeding the capacity of
the vehicle [29,30]. All vehicle routes start and end at the supplies depot. Each customer
is visited only once. The formulation of VRPTW is described as follows:

xijk =

{
1 if the vehicle k travels from i to j
0 else

(1)

Min
N∑
i=0

N∑
j=0

K∑
k=1

Cijxijk (2)

K∑
k=1

N∑
j=1

xijk ≤ K for i = 0 (3)

N∑
i=1

xijk =
N∑
j=1

xijk ≤ 1 for i = 0, k ∈ {1, . . . , K} (4)

N∑
j=0,j ̸=i

K∑
k=1

xijk = 1 for i ∈ {1, . . . , N} (5)

N∑
i=0,j ̸=i

K∑
k=1

xijk = 1 for j ∈ {1, . . . , N} (6)

N∑
i=1

N∑
j=0,j ̸=i

xijk × qi ≤ Q for k ∈ {1, . . . , K} (7)

t0 = w0 = 0 (8)
N∑
i=1

N∑
j=0,j ̸=i

xijk = xijk(ti + tij + wi) ≤ tj for k ∈ {1, . . . , K} (9)

TEi ≤ ti ≤ TLi (10)

where qi is the quantity of goods shipped to customer i for the depot is 0. Cij is the
distance from i to j customers, which is computed using the Euclidian distance between
i and j customers. Q is the capacity of a vehicle. ti is the arrival time for i customer.
tij is the travel time between i and j customers. wi is the wait time at i customer. K
is the total number of vehicles. N is the depot and set of customers. TEi is the earliest
arrival time at i customer. If the vehicle visits before TEi, ti is set TEi. TLi is the latest
arrival time at i customer. The vehicle cannot arrive at i customer after TLi. The goal
of VRPTW to minimize the total travelling cost (Cij) is given by (2). Maximum number
of routes constraint is given by (3). A customer being visited only once is given by (4)
and (5). All vehicle tours starting and ending at the depot are given by (6). The total
quantity of goods that a vehicle carries cannot exceed the Q capacity is given by (7).
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The time constraint is given by (8) and (9). The vehicle serving the customer within the
proper time interval is given by (10).

2.2. The neighborhood search. The neighborhood search is conducted by changing
one or two customer nodes in routes to improve solutions [31]. This paper uses three
well-known techniques as follows: customer exchange [13], one move operator [13], and
two-opt [32].

2.3. Ant colony optimization. ACO can be described as follows. Initially, each edge
has an initial pheromone τij(0) between two cities. The next step is to select a customer
of ant. The first customer of each ant is randomly selected, and then each ant selects the
next customer according to the probability function as follows:

P k
ij =


[τij(t)]

α[nij]
β∑

t∈allowed
[τij(t)]

α[nij]
β
, j ∈ allowed

0, otherwise

(11)

where P k
ij is the probability of ant k choosing to move from customer i to customer j, τij is

the pheromone, nij =
1
dij

is the inverse of the distance, β is a parameter which determines

the relative importance of pheromone versus distance (β > 0). The result from Formula
(11) is selection of a path that is shorter and has a greater amount of pheromone. After
the ant city selection process is completed, the fitness of the ant is calculated by (2). The
fitness of each ant is used to update pheromones according to (12). The next step is to
repeat this until the stop condition is reached.

∆τij(t+ n) = ρτij +∆τij (12)

∆τij =
m∑
k=1

τ kij (13)

where ∆τij is total amount of pheromones that have been left by ants using the route
between customers i and j, τ kij is the amount of pheromones of the k ant at its edge
between t and t + n, ρ is a coefficient and (1− ρ) represents the evaporation of the trail
between time t and t + n. Q is a consistent value, and Lk is the fitness of ant k. ∆τ kij is
calculated by (14).

∆τ kij =


Q

Lk

, if the kth ant uses edge (i, j) in its tour

0, otherwise
(14)

In the VRPTW, each ant starts at the depot and creates a route by selecting a customer
under the capacity constraints and the time window constraints until the capacity of the
vehicle cannot be further loaded. It is then returned to the depot. Customer selection is
based on pheromone [25]. The process is repeated until all customers are selected.

2.4. The previous modified ACO with VRPTW. To address the trapping local op-
timum problem, many researchers proposed the following techniques to improve ACO:
the first technique is ant colony optimization and TABU to solve VRPTW (ACOT) [13].
TABU search is used to maintain ACO diversity and explore new solutions. The second
technique is ant colony optimization and pheromone reset to solve VRPTW (ACOR) [14].
The result from pheromone reset can decrease the trapping in local optimum problem.
The third technique is to optimize ant colony and mutation operator to solve VRPTW
problems (ACOM) [15]. This technique added three mutation operators to the ACO pro-
cess and a new technique for updating pheromone. Three algorithms have been tested
with Solomon’s problems. The results showed that the solutions of these algorithms were
better than those of the competitive algorithms.
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3. Proposed Work.

3.1. ACO with limited search space. The three previously discussed techniques
(ACOT, ACOR, and ACOM) still encounter trapping problems in local optimum. The
experiment results show that these techniques cannot find many of the best paths. The
cause of the trapping problem in local optimum may be that the search space is larger
than what the algorithm can solve. Therefore, decreasing search space size may solve the
trapping problem in local optimum. Reducing the search space can be applied to the
ACO process for creating solutions. As part of the solution creating solution process of
ACO, a customer is selected from all customers. For example, if there are one hundred
customers, the ACO must select one of the hundred making the possibility of selecting
the most suitable customers to be minimal.
The criteria of selecting the suitable customers are determined by the greedy algorithm

as follows: the nearest distance from the current customer to the selected customer, the
minimum time of the earliest arrival time (TE) from the current customer to the selected
customer, the least time of the latest arrival time (TL) from the current customer to
the selected customer, the least goods quantity of the selected customer. Moreover, the
suitable customer selection criteria change with the ACO cycle so that pheromone is
updated from multiple criteria because each map obtains the good solution from different
criteria.
Under the normal ACO solution creation process, a customer is added to a vehicle

until no further customers can be added. A new vehicle is created if unselected customers
remain. The technique is called sequential addition. If a customer is added by the greedy
algorithm, the first vehicles will get a good solution but the latter vehicles get a very bad
solution. A good selection should be a good solution for all vehicles.
Hence, this paper proposes a parallel addition. All customers are to be added to all

vehicles alternately. For example, a scenario is considered in which the number of vehicles
is two and number of all customers is 8 (0 to 7). First addition, the first vehicle is added
and supposes its path is 0, 1. Next, the second vehicle is added and supposes its path is
0, 3. Next, the first vehicle is added and supposes its path is 0, 1, 6. Next, the second
vehicle is added and supposes its path is 0, 3, 2. The addition is swapped as mentioned
earlier until all customers are selected. However, this technique requires evaluating the
number of vehicles (NV) that are used. NV is calculated by (15). If vehicles are not
enough, a new vehicle will be created and uses the sequential addition.

NV =

∑N
i=1Qi

Q
(15)

As mentioned earlier, this paper proposes to use reducing the search space from a
variety criteria and adding parallel to the ACO to decrease or solve trapping in the local
optimum. The proposed technique is called ACO with limited search space.

3.2. ACO with novel updating pheromone. As previously mentioned, neighborhood
search can improve the solution from ACO but it cannot optimize ACO searches. If
pheromone is updated from the good solution, it can create better solutions [25]. Hence,
this paper then proposes to select the best ant that gets the best solution in that cycle.
The best ant which is selected is called the leader. Then the neighborhood search process
is applied to the leader to improve its solution. Moreover, the best solution found in the
whole search (GBEST) should be used to update the pheromone combined with its leader.
The proposed technique is called ACO with updating pheromone by leader and GBEST
or ACO with novel updating pheromone.

3.3. ACO with re-initialization pheromone. As previously mentioned, limited search
space technique can decrease trapping in local optimum problems. However, trapping in
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the local optimum is possible for the length of the search time. Under the normal process
of ACO, the pheromone is a factor in creating a solution. When pheromone is stuck trap-
ping in local optimum, the pheromone of ACO creates the same solution as the previous
solution or close to the previous solution [25]. The simple technique to indicate trapping in
local optimum state of ACO is to monitor the unchanged number of consecutive best so-
lution [33]. For these reasons, this paper therefore proposed that all pheromones be reset
when the unchanged number of the best consecutive solution is more than the threshold
value. This proposed technique is called ACO with re-initialization pheromone.

3.4. Modified ACO using limited search space, novel updating pheromone, and
re-initialization pheromone. As previously mentioned, the three proposed techniques
are applied together with the ACO to increasing searching performance of ACO and
decreasing or solving trapping in local optimum problems. This proposed technique is
called modified ACO using limited search space and novel updating pheromone, and re-
initialization pheromone (ACOLPR). Pseudo code of ACOLPR is shown below:

1 Initialize edges (i, j) and pheromone
2 Calculate NV by Equation (15)
3 Iteration = 0, reset GR, TG = 0
4 While termination condition ̸= true do
5 Reset the fitness of leader
6 MV = NV
7 For ant x begin 1 to a number of all ants
8 For until customers in list of ant x is full
9 For car k begin 1 to MV
10 If car k can add the next customer
11 The chosen customer is not repeat customer in list of ant x
12 The chosen customer passes condition of capacity and time windows
13 If Iteration % 4 = 0
14 The chosen customer is according to the goods quantity criterion (sort

min to max)
15 Else If Iteration % 4 = 1
16 The chosen customer is according to the earliest arrival time criterion

(sort min to max)
17 Else If Iteration % 4 = 2
18 The chosen customer is according to the latest arrival time criterion

(sort min to max)
19 Else If Iteration % 4 = 3
20 The chosen customer is according to the distance criterion (sort min

to max)
21 End If
22 A number of chosen customers in the top lists are not over SN
23 Only customers in list are considered to choose the next customer with

probability according to Formula (11)
24 Insert chosen customer into list of ant x
25 End If
26 If no one vehicle cannot add the next customer and some customers are

not stay in list ant x
27 Add the new vehicle and MV = MV + 1
28 End If
29 End For
30 End For
31 End For
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32 Evaluate the fitness of each ant
33 If the fitness of an ant is better than that of leader
34 leader = this ant
35 End If
36 Apply customer exchange algorithm with leader
37 Apply one move operator algorithm with leader
38 Apply 2-opt algorithm with leader
39 If the fitness of leader is better than that of GBEST
40 GBEST = leader
41 End If
42 If the fitness of leader is better than that of GR
43 GR = leader
44 End If
45 Update pheromone by GBEST and leader according to Formula (13)
46 If GR is not improve
47 TG++
48 End If
49 If TG >= RP
50 All pheromones are initialized
51 Reset GR, TG = 0
52 End If
53 Apply the evaporation
54 Iteration++
55 End While

Here GR is the best solution to each reset cycle. TG is the times of GR consecutive
unchanged. SN is the most suitable number of customers. RP is the re-initialize period.

4. Results and Discussions. The parameters are as follows for all experiments: β = 4,
Q = 0.6, α = 1, ρ = 0.7, τ0 = (n× Lnn)

−1 where Lnn is the length of the list of ants that
is produced by the nearest neighbor heuristic [34]. The number of ants used is 50. The
number of experiments of each map is 10 runs. The maximum number of iterations is set
as 100000. For proposal algorithm, RP = 100 and SN = 30. Non-ACO parameters for
compared algorithm parameters (ACOT, ACOR, and ACOM) are set according to the
recommended source document. This research is conducted by AMD FX-8320 personal
computer with 16 GB RAM and Visual C++ 2005 as the programming language. All
data sets used in the experiment are from Solomon’s VRPTW maps [26]. The measures
of algorithm performance in the experiments are as follows: the average best fitness value
(ABF) is the average of best fitness in the final iteration from all runs. ABF indicates the
solution searching efficiency of an algorithm. SD is the standard deviation. SD indicates
the solution searching reliability of an algorithm.
From the experimental results in Table 1, ACOLPR can locate the optimum points

of all tested maps. The quality of ACOLPR’s solution is better than that of ACOT,
ACOR, and ACOM because of its lowest ABF value of all tested maps. The reliability of
ACOLPR is better than that of ACOT, ACOR, and ACOM because of its lowest SD in
all tested maps. ACOLPR can solve trapping in the local optimum, which is better than
ACOT, ACOR, and ACOM. So, ACOLPR can get better results than ACOT, ACOR,
and ACOM.

5. Conclusion. This research paper has proposed ACOLPR derived from the concur-
rent application of the limited search space, the novel updating pheromone, and the re-
initialization pheromone techniques to solve optimization problems and enhance searching
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Table 1. Comparative ABF and SD of ACOT, ACOR, ACOM and ACOLPR

Problem Best known
ACOT ACOR ACOM ACOLPR

ABF SD ABF SD ABF SD ABF SD

C101 828.93 883.63 21.23 851.41 30.45 834.99 69.60 828.93 0

C102 828.93 902.93 19.96 860.81 20.85 846.18 43.48 828.93 0

C103 828.06 845.71 15.41 846.94 31.88 830.09 10.01 828.06 0

C104 824.78 854.14 30.69 840.23 9.83 836.77 12.55 824.78 0

C105 828.94 892.08 21.49 869.34 15.09 860.63 16.28 828.94 0

C106 828.94 908.41 16.39 852.50 24.73 830.69 16.81 828.94 0

C107 828.94 896.28 26.97 878.20 11.90 849.57 26.47 828.94 0

C108 828.94 864.68 26.86 862.06 24.15 842.85 12.40 828.94 0

C109 828.94 874.63 30.01 863.99 9.90 833.37 14.36 828.94 0

C201 591.56 657.65 30.70 654.39 48.46 626.24 53.85 591.56 0

C202 591.56 647.60 22.84 628.11 25.11 627.96 29.22 591.56 0

C203 591.17 618.52 46.69 610.41 13.82 601.62 30.69 591.17 0

C204 590.60 671.40 31.54 646.56 24.01 595.15 22.21 590.60 0

C205 588.88 637.11 22.90 618.51 22.83 593.90 4.87 588.88 0

C206 588.49 615.11 10.73 610.00 7.51 602.38 9.73 588.49 0

C207 588.29 616.46 12.30 613.40 30.15 595.78 10.50 588.29 0

C208 588.32 623.64 5.95 612.61 5.32 596.49 5.85 588.32 0

R101 1650.80 1736.72 24.35 1694.49 13.17 1671.36 59.30 1650.80 0

R102 1486.86 1536.67 61.11 1535.31 12.45 1509.85 11.34 1486.86 0

R103 1292.67 1335.83 18.66 1296.03 45.47 1292.67 0.00 1292.67 0

R104 1007.31 1041.70 15.46 1025.41 10.98 1016.75 35.83 1007.31 0

R105 1377.11 1460.61 15.62 1442.80 10.70 1434.52 67.92 1377.11 0

R106 1252.03 1321.22 15.51 1315.86 58.30 1309.90 8.81 1252.03 0

R107 1104.66 1156.59 16.68 1140.21 13.47 1112.06 72.80 1104.66 0

R108 960.88 1006.37 26.21 999.29 9.91 978.37 12.96 960.88 0

R109 1194.73 1215.04 14.48 1211.01 12.57 1205.88 57.45 1194.73 0

R110 1118.84 1160.63 7.19 1129.90 8.57 1125.32 14.01 1118.84 0

R111 1096.73 1146.05 47.26 1130.02 11.94 1116.59 14.27 1096.73 0

R112 982.14 982.14 0.00 985.65 7.22 982.14 0.00 982.14 0

R201 1252.37 1412.74 14.62 1339.50 86.18 1326.67 15.70 1252.37 0

R202 1191.70 1291.06 13.44 1258.93 47.42 1221.74 18.61 1191.70 0

R203 939.50 1001.41 38.31 964.04 68.04 959.44 71.10 939.50 0

R204 825.52 872.82 10.05 869.47 6.83 851.28 28.94 825.52 0

R205 994.43 1218.43 18.07 1110.48 14.68 1081.92 68.11 994.43 0

R206 906.14 1032.73 10.32 1017.40 20.43 914.29 59.71 906.14 0

R207 890.61 979.61 15.53 931.16 45.86 928.65 17.94 890.61 0

R208 726.82 753.93 14.40 749.83 36.46 746.10 14.10 726.82 0

R209 909.16 990.49 10.39 980.13 10.22 943.02 61.97 909.16 0

R210 939.37 1058.68 11.97 999.85 100.13 971.10 19.19 939.37 0

R211 885.71 885.71 0.00 885.71 0.00 885.71 0.00 885.71 0

RC101 1696.95 1793.54 30.28 1742.37 104.89 1715.77 26.03 1696.95 0

RC102 1554.75 1584.28 8.22 1573.42 64.44 1572.62 17.21 1554.75 0

RC103 1261.67 1303.17 81.94 1300.90 10.01 1264.73 13.20 1261.67 0

RC104 1135.48 1158.41 16.71 1144.58 9.45 1136.40 48.89 1135.48 0

RC105 1629.44 1671.30 54.32 1655.75 13.22 1637.61 25.95 1629.44 0

RC106 1424.73 1474.09 24.95 1435.61 13.20 1426.34 54.09 1424.73 0

RC107 1230.48 1251.12 12.87 1237.55 52.08 1235.43 5.93 1230.48 0

RC108 1139.82 1140.88 3.35 1139.82 0.00 1139.82 0.00 1139.82 0

RC201 1406.94 1834.86 33.65 1664.69 56.95 1592.13 17.41 1406.94 0

RC202 1365.64 1443.15 24.55 1387.86 100.28 1392.71 17.84 1365.64 0

RC203 1049.62 1125.85 83.07 1113.84 13.81 1057.92 15.24 1049.62 0

RC204 798.46 828.63 15.91 811.25 6.16 804.23 24.72 798.46 0

RC205 1297.65 1528.47 26.66 1358.75 113.70 1334.22 22.47 1297.65 0

RC206 1146.32 1541.73 38.77 1309.39 10.23 1233.97 94.27 1146.32 0

RC207 1061.14 1239.78 17.04 1083.63 24.31 1065.38 93.55 1061.14 0

RC208 828.14 828.14 0.00 828.14 0.00 828.14 0.00 828.14 0
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performance. For the Solomon’s VRPTW maps, the ACOT, ACOR, ACOM, and ACOL-
PR were tested and results were compared. The results indicated that the proposed
ACOLPR outperforms ACOT, ACOR, and ACOM with regard to the reliability and
quality of the solutions in all experiments. However, the proposed algorithm requires
several iterations to solve trapping in the local optimum. In the future, it would be of
interest to improve the proposed algorithm by reducing the number of iterations required
that can still solve trapping in the local optimum.
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