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Abstract. The era of big data, which is coming with a complicated and big scope of
data, has caused the increase of the possibility of network attack. One of those possible
attacks is DDoS or Distributed Denial of Service. It is a type of attack that floods the
network traffics, and it usually is implemented in the upper layers of the network protocol.
DDoS occurs like a highway blocked by traffic jams so that traffic flow does not arrive at
the desired destination. Some research generates datasets of network attacks, especially
on this DDoS. They analyze the taxonomy of attacks or determine important factors that
affect the corresponding attack. The method for detecting DDoS is usually done by an
Intrusion Detection System (IDS) using classification and clustering methods. Machine
learning has been widely used to make IDS optimal. Despite the fact that a machine
learning algorithm has good adaptability to detect the attack, it needs time for processing
the dataset with high dimensional data, for example, 80 features. In this paper, we
propose the feature selection using feature rank and the detection using some machine
learning algorithms to balance the dimensionality of data and the accuracy. We focus on
detecting the PortMap DDoS attack as the reflection-based DDoS. The proposed method
reaches the most effective result in 99.937% of accuracy and consumes 0.04 seconds
from the Chi-square attribute evaluation with stopping criteria of 7000 with the k-NN
classification method.
Keywords: Network security, Features selection, Network infrastructure, Classification,
Data protection

1. Introduction. For years, Information and Communication Technology (ICT) has
grown fast and has played an essential role in many aspects of life. People can con-
nect easily because of computer networks. Moreover, a large amount of data is processed
that the public generates about five exabytes of data per two days [1]. In this big data
era, which is a period with a complicated and big scope of data, the possibility of network
attack has increased [2].

In line with the increased use of data, various threats have emerged, such as the Dis-
tributed Denial of Service (DDoS) attack. It has been one of the main concerns of com-
puter network security since the last decades [3]. DDoS works by flooding the network
traffic and is likely to be implemented in some protocol layers, such as network, transport,
and application [4]. DDoS prevents the legitimate packet data from moving by blocking
the network, making them unable to reach the destination. Furthermore, we can use
data to analyze the behavior of computer network attacks like DDoS and determine the
method to anticipate it. Some research generates the dataset of DDoS, analyzes the at-
tack taxonomy, and finds important factors that affect the attack. Besides, some research
is to detect whether the incoming packet is an attack or not.
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The taxonomies of DDoS attacks have been widely studied. In this research, we refer to
Sharafaldin et al. [4] who analyze the new attack, as depicted in Figure 1. It may be per-
formed using either a UDP (User Datagram Protocol)-based protocol, TCP (Transmission
Control Protocol)-based protocol, or both at the application layer. There are two types
of DDoS attacks: reflection-based and exploitation-based attacks. Both of them hide the
identity of the attacker using a third-party component. There are reflector servers that
receive packets whose IP source address is located at the victim’s target IP number to
flood it with the replying packets.

Figure 1. The classification of reflection-based DDoS attack, based on [4]

The difference between reflection-based and exploitation-based attacks is that the for-
mer can also work through a combination of TCP and UDP [4]. The reflection-based
DDoS begins when the attacker sends a query to a target’s IP number. The destination
may be any machine on the Internet that carries out reflective UDP services. Packets
from the attacker are faked to look like it is not coming from the victim. They may take
an advanced tool to transfer dangerous queries at high speed massively, which is then
responded to by the victims. One of the reflection-based DDoS attacks is PortMapper
which is also known as PortMap and RPCbind. This attack produces 7-28 times ampli-
fication in bandwidth. PortMap runs on services that are used to direct clients to the
correct port number, namely on UDP or TCP port 111, so that they can communicate
with the requested RPC service [5].
Currently, DDoS attacks are a concern to investigate. This includes determining im-

portant features to recognize the attack faster and easier [1], and grouping like clustering
and classification for detection [3, 6, 7, 8]. The machine learning algorithm, which has
been broadly used for optimally detecting intrusion, is a computational science that fol-
lows human intelligence that is currently developing. Models of statistics are used for the
machine learning method to discover patterns in data with large volumes [9], for example,
hidden Markov models, Neural Networks (NN), Support Vector Machines (SVM), and
fuzzy logic [10]. In 2019, Sharafaldin et al. [4] proposed a new taxonomy of DDoS attacks
and generated a new dataset, namely CICDDoS2019 [11].
In further research, Aziz and Ahmad [12] used a cluster analysis-based approach to

select the best feature clusters. For the classification, they take SVM, Naive Bayes, and
J-48 methods. They can achieve the highest accuracy at 99.842%. In [13], we used the
Pearson’s correlation method to rank the best feature of an intrusion detection system.
In that study, we can reduce the running time and reach 99.36% of accuracy.
In this research, we focus on detecting a PortMap attack as the reflection-based DDoS.

With specific data types, we hope that the detection results can be more detailed. Further-
more, we evaluate the available features and predict which contribute to the classification.
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In the previous study, Deka et al. [1] proposed feature selection in DDoS attacks using
parallel computing and parallel ranker algorithms, whose detection accuracy is 97%. In
our research, the accuracy reaches 99.937% with a processing time of 0.04 seconds.

This paper is divided into four parts. The first is the introduction, which contains the
background and brief description of the research related to this study. In the second
section, we explain the methods that we use in this research. The next section explains
the dataset, the environment, and the experimental result. The last part is the conclusion
of the research.

2. Proposed Method. In this study, we focus on the detection of the PortMap as the
reflection-based DDoS attack, whose process is given in Figure 2. In the first step, we
select 10% of the dataset for the experiment. Next, we select the feature to reduce the
dimensional data using feature rank. The last step is classification using the machine
learning algorithm. In this research, we use Random Forest (RF), k-Nearest Neighbor
(k-NN), and J-48 methods.

Figure 2. The focus of the proposed method

2.1. Feature selection using ranked feature. Feature selection is a process to reduce
the dimension of N features of data into M features, where M is always less than N .
The reduction process is intended to speed up the learning algorithm by still obtaining a
relatively good detection accuracy and improve the comprehensibility of learning results.
Feature selection is a search problem according to some measurement criteria. There
are two techniques in the feature evaluation domain: subset evaluation and individual
attribute evaluation [14].

1) Feature evaluation using statistical method. In this research, we use the individual
attribute evaluation to evaluate the degree of relevance of features in the PortMap
DDoS dataset. The statistical computation is applied to getting the value of the
feature’s evaluation. Here, we compare three statistical methods to get the feature’s
evaluation’s value: Pearson’s correlation, information gain attribute evaluation, and
Chi-square.
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a) Pearson’s correlation. In this evaluation, we calculate the correlation coefficient
between each feature and output variables, and then select the features whose
correlation is moderate-to-high positive or negative (between −1 and 1). On the
other hand, features with a low correlation or close to zero value are dropped. For
achieving this purpose, Pearson’s correlation coefficient ρi in (1) is implemented,
where X is the feature, and Y is the target. The cov(Xi, Y ) is the covariance,
and σ is the standard deviation.

ρi =
cov(Xi, Y )

σ(Xi)σY

(1)

b) Information gain attribute evaluation. The evaluation method using information
gain is done by calculating the gain value of each feature, which is obtained from
the entropy value before separation subtracted by the entropy value after sepa-
ration. Entropy is generally used to measure the uncertainty of a set of features
from a dataset. This measurement is considered as a measure of uncertainty,
where the higher the entropy, the higher the uncertainty [15].

c) Chi-square. The purpose of the Chi-square evaluation is to determine the cor-
relation between variables. The type of data used in the Chi-square evaluation
must be in the form of nominal or ordinal, periodic frequency data, or one of the
nominal or ordinal data. This evaluation method is part of the non-parametric
statistical analysis. The Chi-square value is calculated using Chi-square-metric
in [16].

2) Rank the feature by the value of feature evaluation. In each feature evaluation step,
we get the evaluation value of every feature. The range of value in every evaluation
method is different, which is then sorted ascendingly. Some features are selected from
the best-ranked ones whose value is greater than the specified stopping criterion.

3) Set the stopping criterion to select some best features. We propose the stopping
criterion value to select the best features, which is different for every statistical
method in evaluating features. In our previous research [13], the best stopping
criterion value in Pearson’s correlation method for IDS dataset [17] is 0.2, which
reaches the best accuracy in the random forest method. In that research, selecting
features reduces the processing time. We set stopping criterion value (s) for every
feature evaluation method and evaluate them to get the best detection accuracy.
Features having the value of evaluation greater than s are selected as a new dataset
for the detection step.

2.2. Classification using machine learning. We get a new dataset from the previous
selection step; each of its rows is detected from the PortMap attack or benign using
classification. In this research, we take some machine learning methods in the classification
step: Random Forest (RF), k-Nearest Neighbor (k-NN), and J-48. The parameter for the
classification is provided in Table 1.

Table 1. Classification methods and their parameter

Classification
Parameter

method
RF The bag size percent and the batch size as 100, whose seed is 1
k-NN Linear NN search, Euclidean distance for distance function
J-48 Binary splits with false value, the value of confidence factor is 0.25,

and the seed is 1
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3. Main Results. In this study, we use the CICDDoS2019 dataset, which is provided by
the Canadian Institute for Cybersecurity, University of New Brunswick (UNB) [11]. The
dataset contains both reflection-based and exploitation-based DDoS attacks. We take
that first type of attack dataset, especially the PortMap attack. The original PortMap
attack data has a total of 191695 lines, 80 features, and two classes, namely benign and
attack. Here, we use 10% of all PortMap data, comprising 473 and 18696 records of
benign and attack data, respectively.

The proposed method is implemented in the Weka 3.6.13, running on Ubuntu 16.04.6
LTS with 16 GB RAM. The accuracy (Acc) is determined by (2), whether those in the
PortMap dataset is classified correctly as benign or attack. We also evaluate the per-
formance of the proposed method using a calculation of the time consumption in the
detection process.

Acc =
TP + TN

TP + TN + FP + FN
(2)

TP or True Positive is a condition when the attack data are correctly detected. FP or
False Positive is a condition when data are benign but is detected as an attack. TN or
True Negative is when benign data are correctly classified as benign data. Finally, False
Negative (FN) is a condition when the attack data are recognized as benign. We measure
the detection time to find which statistical method properly ranks the features, so the
number of features reduces efficiently. To evaluate the effect of the feature reduction, its
accuracy is also measured.

After obtaining the ranked features, we determine the value of the appropriate stopping
criterion for each statistical method, as shown in Table 2. This ranking indicates impor-
tant features that affect the detection results. In this table, we show some important
features and those close to the stopping criterion.

Table 2. Stopping criteria for ranked features

Statistical method Stopping criteria
Pearson’s correlation 0.1 0.2 0.3
Information gain 0.08 0.09 0.1

Chi-square 5000 7000 9000

In the information gain attribute evaluation, values of the evaluation step are in the
range from 0 to 0.145591. There are eleven features that have the 0 value. Based on this
result, we select three of them and evaluate them to get the best stopping criterion in the
features reduction step. From the first value of this stopping criterion, which is 0.1, we
get 20 new selected features; and from 0.09, we have 25 new selected features. The third
value is 0.08, which generates 31 features.

Using Pearson’s correlation, the obtained value is from 0 to 0.61472; twelve features
generate the 0 value. In this evaluation, we also select three values to get the best stopping
criterion. According to our previous research [13], we set 0.1, 0.2, and 0.3, which lead to
53, 42, and 21 selected features, respectively. Regarding the Chi-square, the value ranges
from 0 to 13721.19637. Here, eleven features have the 0 value. By specifying 5000, 7000,
and 9000 to be the first stopping criterion, we get 39, 30, and 26 new features.

As summarized in Table 2, it is also found that the higher the stopping criterion, the
smaller number of features we get. Furthermore, the number of selected features affects
the time consumption, as shown in Figures 3, 4, and 5. It can be inferred that fewer
features tend to take less processing time. By using reduced features, we also evaluate the
accuracy of detection whose results are provided in Table 3. It depicts that, in general,
a higher number of features leads to higher accuracy. For all classifiers implemented
with information gain attribute evaluation, the best accuracy is always obtained with the
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Figure 3. Execution time using Pearson’s correlation

Figure 4. Execution time using information gain

most features (the smallest value of stopping criterion). The best accuracy percentage in
information gain attribute evaluation is 99.932% (the k-NN method and stopping criterion
of 0.08). We know from those figures that the best detection system needs 1 second for
processing.
Nevertheless, a slightly different pattern happens to Pearson’s correlation that by using

0.2 as the stopping criterion, it is to be the peak and bottom of the accuracy, depending
on what classifier being used. The evaluation in Pearson’s correlation shows that the best
percentages in J-48 and k-NN classification methods are on stopping criteria value of 0.2,
but in RF it is 0.1. We find that there are ineffective features that have been selected.
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Figure 5. Execution time using Chi-square

Table 3. Accuracy of the proposed method

Dataset
Information gain Pearson’s correlation Chi-square

0.08 0.09 0.1 0.1 0.2 0.3 5000 7000 9000
RF 99.927 99.890 99.885 99.943 99.911 99.927 99.927 99.927 99.927
k-NN 99.932 99.890 99.885 99.917 99.922 99.906 99.937 99.937 99.917
J-48 99.906 99.812 99.823 99.854 99.904 99.864 99.880 99.880 99.880

In this evaluation, we reach the accuracy of 99.943% from the RF classification method,
with 0.1 of the stopping criterion. In this detection, we need 25 seconds to process.

In the Chi-square attribute evaluation, the stopping criterion does not much affect the
accuracy. It is stable for various classifiers and statistical methods, except the k-NN with
9000 of the stopping value. It can happen with the possibility of features that affect the
calculation of learning in the k-NN method. In this detection system, we reach the best
percentage of accuracy, 99.937% (the processing time is 0.04 seconds), using the k-NN
classifier with the stopping criterion of 7000.

4. Conclusions. This paper has proposed feature selection using feature rank and the
detection using some machine learning algorithms. We detect the DDoS attacks, especially
the PortMap, as a reflection-based DDoS attack. Here, the first is to select 10% of the
data. The next step is that we select the features to reduce the dimensional data using
feature rank. The last step is classification using a machine learning algorithm.

In this paper, we use random forest, k-nearest neighbor, and J-48 methods. Our pro-
posed method reaches the most effective result in 99.937% of accuracy, which takes 0.04
seconds from the Chi-square attribute evaluation with stopping criteria of 7000 and k-NN
classifier.

In the future, research can be conducted to improve current performance and its usabil-
ity. It includes other classifiers, which may be more effective to implement according to
the respective environment. Moreover, feature selection should also consider other types
of DDoS attacks to make the method more applicable.
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