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Abstract. Social media gathers a lot of data from its users. These data are seen by
the researchers as valuable research materials, one of which is to examine personality
identification. This area of research is gaining more popularity among researchers. This
study focused on exploring machine learning provided with hyperparameter tuning as
well as transformer model as a means of personality identification. Some experiments
were conducted in accordance with the Big Five Personality traits. This study used ma-
chine learning that is often used in this research topic such as Multinomial Näıve Bayes,
Support Vector Machine, Logistic Regression, Random Forest, Gradient Boosting, and
eXtreme Gradient Boosting. The results of the study proved that the performance of the
transformer surpassed machine learning model with an average accuracy of 62.79%.
Keywords: Personality identification, Big Five Personality, Machine learning, Trans-
former

1. Introduction. The increasing development of communication technology has resulted
in the wider use of social media. One of the social media that has been influenced by
the development of communication technology is Facebook. As demonstrated in Figure
1, Facebook has a significant escalation in the number of users every year. In December
2020, there were 2.7 million Facebook users worldwide [1].

On the other hand, Facebook may cause a degradation in mental health for its users [2]
such as depression, anxiety, and psychological pressure [3]. Moreover, Facebook gathers a
large number of data that can be processed and used as research materials in the field of
social sciences, for instance, to investigate people’s personality according to their social
media activities [4]. Understanding a person’s personality can be very useful for a variety
of purposes in the field of health and technology, such as early warning based on the
last status behavior created, improving the capability of recommendation systems [5] and
decision-making processes [6].

A large number of experiments have been carried out in personality identification, one
of which is using Artificial Intelligence (AI). Basically, AI is a technique that imitates
the intelligence of living things and inanimate objects to solve a problem. One of the
methods in AI is machine learning which imitates how humans solve problems [7]. AI and
machine learning are now popular in a wide range of research fields such as healthcare,
economics, and manufacturing [8], making AI and machine learning promising methods to
use. Many variants of machine learning methods have been used for personality prediction,
for instance, Multinomial Näıve Bayes, Support Vector Machine, Logistic Regression,
Gradient Boosting, and Linear Discriminant Analysis (LDA) [9].
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Figure 1. Estimated amount of Facebook users in 2008-2020

However, since machine learning’s accuracy needs improvements, deep learning methods
appear to be better solutions. Deep learning is a method used to solve complex problems
that imitates how the human brain works to obtain the required knowledge [10]. The
use of deep learning, such as Multi-Layer Perceptron (MLP), Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), and 1-Dimensional Convolutional Neural Network
(CNN-1D) in personality identification is proven to have better performance than machine
learning [6].
This research will use the MyPersonality dataset. In identifying the personality, several

machine learning algorithms that are often used in this research topic and transformers
were used. The machine learning was given several scenarios such as providing feature
selection using Chi-square, feature extraction using TF-IDF and hyperparameter tuning
using the grid search method. This paper contributes to the exploration of machine learn-
ing algorithms given hyperparameter tuning and transformers which are still rarely used
in this particular topic. In addition, the results of this study indicate that transformers
have better performance than machine learning.

2. Related Work. Many studies have been conducted in the area of personality pre-
diction. This study made use of a dataset labeled with the Big Five Personality traits,
namely Openness (OPN), Conscientiousness (CON), Extraversion (EXT), Agreeableness
(AGR), and Neuroticism (NEU). These five personalities describe the basic personality of
humans [11]. In personality prediction, there are many components in social media that
can be observed as the characteristics of features, such as status, videos, and user habits.
However, this research only focused on text data for personality identification.
There are several social media that are commonly used in personality identification

research, for instance, Facebook, Twitter, Blogs, and YouTube. There is a study which
used Twitter profile data as a feature set which were further analyzed using the ZeroR
machine learning method and the Gaussian Process [12]. Another study on personality
identification used dataset from Facebook, Twitter, and YouTube altogether with a cross-
media learning approach to conduct personality analysis on social media. The study aimed
to answer several questions in personality identification problems, such as determining
whether these problems should be treated as multi-label prediction problems or separate
predictions, determining good features, and discovering what reduces the accuracy after
using the same model on different social media [6].
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Along with the development of research in the area of personality prediction, the use of
machine learning and deep learning has become increasingly popular. There is a research
that compared machine learning (Näıve Bayes, Support Vector Machine (SVM), Logistic
Regression, Gradient Boosting and Linear Discriminant Analysis (LDA), eXtreme Gradi-
ent Boosting (XGBoost)) performance to deep learning (Multi-Layer Perceptron (MLP),
Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), 1-Dimensional Con-
volutional Neural Network (CNN-1D), LSTM + CNN-1D). This research used several
scenarios, such as resampling, feature selection, and several kinds of feature extraction
such as Linguistic Inquiry and Word Count (LIWC), Structured Programming for Lin-
guistic Cue Extraction (SPLICE), and Social Network Analysis (SNA). The results proved
that MLP demonstrates the highest average accuracy for MyPersonality dataset with an
accuracy of 70.78%, followed by CNN-1D with an accuracy of 63.84%. While in the man-
ually collected dataset, LSTM + CNN-1D indicates the best accuracy of 74.17%, followed
by MLP with an accuracy of 73.87% [10].

There were also researches that attempted to use XGBoost which draws on the corre-
lation between each feature set. This research reported that XGBoost demonstrates the
best average accuracy of 74.2% [13]. In another study, the combination of LIWC feature
extraction was carried out by which each status on the dataset was trained on Google
news pre-trained word2vec with 300 dimensions. The research utilized CNN to predict
the personality. For Openness trait, the proposed method has the highest accuracy of 76%
compared to other methods [14]. Based on the aforementioned researches, hyperparame-
ter tuning is rarely performed. Therefore, this research attempted to use hyperparameter
tuning and transformer as a means of examining the personality prediction.

Another recent study uses two datasets, namely MyPersonality as training data and
Twitter dataset from the NetMiner tool as testing data. This study took machine learn-
ing approaches such as Logistic Regression, Multinomial Näıve Bayes, Gaussian Näıve
Bayes, and Random Forest. Meanwhile, the proposed model in the study uses both deep
sequential neural network and multi-target regression. It was found that the proposed
model obtained an average accuracy of 78% [15]. In addition, another study took the ap-
proach of Random Forest, XGBoost and AdaBoost with the addition of Penalized SVM
and Up-Sampled-Logistic Regression as a baseline. This study used a pre-labeled tweets
dataset and adapted an open vocabulary approach as a feature extraction. It was found
that Adaboost had the best accuracy with 81%, but in terms of recall, XGBoost had the
best recall of 58%. In that study personality prediction is used as cyber violence detection
in social media [16]. Personality identification can also be used as a first alarm if there
are any indications of depression, improving the capabilities of recommendation systems
[5] and decision-making processes [6].

3. Methodology. This research is divided into several parts. Research planning explains
how the problem was raised into a research material. Data preparation and model initial-
ization explain how initialization was needed to start and build a research model. Training
model section explains how the model processes preprocessed data and how the machine
learning and transformer is evaluated. The tuning parameter section was tested on the
parameters until the best parameter was obtained. Finally, evaluation was carried out on
the proposed model.

Figure 2 elaborates the workflow of our research. In the first stage, research plan-
ning, identification of problems found in the personality prediction area was carried out.
Approaches needed to overcome these problems were determined. Literature studies re-
garding concepts and models were also collected at this stage.

In the second stage, data collection and initialization of components and models were
carried out. MyPersonality dataset was downloaded. The dataset was analyzed to get the
characteristics such as the amount of data, the number of classes, and the distribution of
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Figure 2. Research workflow

data in each class. After the analysis was completed, machine learning and transformer
models were initialized. Machine learning approaches which are often used in text clas-
sification and personality prediction problems such as Multinomial Näıve Bayes, Support
Vector Machine (SVM), Logistic Regression, Random Forest, Gradient Boosting, and
eXtreme Gradient Boosting were employed in this research.
Furthermore, the data went through several preprocessing processes, such as changing

letters to lowercase, deleting Uniform Resource Locator (URL), removing punctuation,
and democratization. Moreover, feature extraction was carried out using the Term Fre-
quency-Inverse Document Frequency (TF-IDF). Once extracted, the data became a fea-
ture vector which was then used for feature selection. Feature selection aimed to get the
best features so that it can produce a good classification model. In addition, the feature
selection could also reduce the dimensionality problem so that it could reduce resource us-
age when processing the data. The data were then divided into two parts, namely training
data and testing data.
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The proposed model was trained and the performance results were calculated. If the
performance was not good enough, parameter tuning would be employed. This stage
replaced the old model parameters with the new ones in hope that these parameters could
improve the model’s performance. The model with new parameters was returned to the
training stage and re-evaluated. This was done continuously until stopping conditions were
met, for instance, when convergent performance and maximum iteration were achieved.
The final stage was the evaluation of the proposed model. Performance results with testing
data were reported as an evidence of testing the proposed model.

3.1. Dataset. The dataset used in this study is MyPersonality which contains Facebook
status. This dataset is commonly used in personality prediction research because it has
been labeled with the Big Five Personality traits. MyPersonality dataset contains 9,918
different states that have been labeled.

Table 1 contains the number of distributions for each class in the dataset. Openness
has the highest number of statuses with 7,370 posts, followed by Agreeableness (5,268
posts), Conscientiousness (4,556 posts), Extraversion (4,210 posts). Class with the small-
est number of posts is Neuroticism with 3,717 posts. Based on the total distribution, it
can be concluded that there is an imbalance in the distribution of the class, especially in
the Neuroticism class and the Openness class.

Table 1. Number of statuses in each class

EXT NEU AGR CON OPN
Total 4,210 3,717 5,268 4,556 7,370

3.2. Preprocessing. Preprocessing is the most important stage before the model per-
forms classification. There are several steps in preprocessing, that is, changing letters
to lowercase and removing URLs, punctuation, and numbers. Social media status often
contains URLs, emojis, and abbreviations so that additional preprocessing is required. It
covers extending abbreviations, acronyms, initials, slang and removing user tags, hashtags,
and emojis. This stage also added wrong word justification, such as typos and repeated
letters.

3.3. Feature extraction. This study used TF-IDF as a feature extraction. TF-IDF
algorithm assigns weight to words based on the number of word occurrences in a document.
With this weighting, it was hoped that TF-IDF could extract features that were considered
important in the document.

3.4. Feature selection. Feature selection plays an important role in the classification
because of its big impact, that is, increasing the speed and accuracy of the classification
model. This is due to the fact that feature selection can reduce the dimensions of the data
used and select the best features so that the classification model could be more optimal.
In this study, Chi-square was employed to select features.

4. Results and Discussion. As previously stated, this study used machine learning
methods and transformer. The machine learning models used were Multinomial Näıve
Bayes, Support Vector Machine (SVM), Logistic Regression, Random Forest, Gradient
Boosting, and eXtreme Gradient Boosting. Machine learning models passed several trial
scenarios and were then compared with transformer to get the best performance.
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4.1. Experiment. Experimental scenarios were only given to machine learning because
deep learning performed different features engineering at the time the training was carried
out. First, validation was carried out on the dataset by means of 10-fold cross validation.
The results of the 10-fold cross validation were divided into 80% for training data and
20% for testing data. To discover the correlation between words, n-gram was used. In
this case, trigram was employed. This value was obtained from the trials conducted.
There were several test scenarios for all machine learning models. All scenarios were

added one by one to be processed so that the accuracy of machine learning slowly in-
creased. The stage began with the use of feature selection using Chi-square. Some adjust-
ments were needed so that the result of the feature selection could be as expected. After
that, the provision of TF-IDF was carried out as feature extraction.
In the final stage, hyperparameter tuning was added to the machine learning models.

Hyperparameter tuning is a combination of parameters that controls the learning process
in the model. Just like feature selection, hyperparameter tuning is very important in ma-
chine learning models before the training process is carried out. Doing a hyperparameter
tuning can minimize loss function and give good results in the classification. Hyperparam-
eter tuning used in this study was grid search. Grid search is a technique that manually
searches for specific subsets within the hyperparameter search space. Table 2 presents the
scenario used in this study.

Table 2. Experimental machine learning scenarios

Scenarios
Hyperparameter tuning TF-IDF Feature selection

No Yes No Yes No Yes
1

√ √ √

2
√ √ √

3
√ √ √

4
√ √ √

5
√ √ √

6
√ √ √

7
√ √ √

8
√ √ √

4.2. Results. Table 3 provides the information of the best accuracy in each model of a
certain class. The machine learning method has succeeded in obtaining an average accu-
racy of 61% and transformer with an average accuracy of 62.79% in examining personality
prediction on MyPersonality dataset. Based on the results, it was obtained that scenario
8, in which hyperparameter tuning, feature extraction, and feature selection were used,
produced the highest accuracy compared to others.

Table 3. Classification results of machine learning and transformer

Scenarios
Big Five Personality

Average
EXT NEU AGR CON OPN

Multinomial Näıve Bayes 58.06% 63.14% 54.06% 55.08% 74.79% 61.02%
Support Vector Machine 58.17% 63.29% 55.23% 54.35% 74.90% 61.18%

Logistic Regression 58.07% 63.23% 54.11% 55.08% 75.03% 61.10%
Gradient Boosting 58.12% 63.17% 54.11% 55.18% 75.0% 61.11%
Random Forest 58.67% 62.86% 54.53% 56.27% 74.87% 61.44%

XGBoost 59.13% 63.82% 54.30% 55.11% 74.7% 61.41%
Transformer 58.44% 63.22% 58.2% 58.66% 75.46% 62.79%
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In the first scenario, machine learning was operated without using any additions. The
highest average accuracy was 60.81%, achieved by XGBoost. In scenarios 2, 3 and 4,
trials were carried out one by one starting from feature selection, feature extraction, and
hyperparameter tuning. XGBoost resulted in the highest accuracy of 61.74%, 61.22%, and
60.36%, followed by Random Forest of 60.23%, 60.37%, and 60.13% respectively.

The results of scenario 8 indicate that transformer has the highest accuracy with an
accuracy of 62.79%. However, in each machine learning model there was no significant
difference in accuracy. For instance, Random Forest managed to get an average accuracy
of 61.44%, followed by XGBoost with an accuracy of 61.41%. The highest accuracy in
terms of class was achieved by Openness with an accuracy of 75.46% using transformer.

Based on the results of the analysis, the machine learning performance did not make
up any significant difference in accuracy and was quite stable between 61%. As for the
accuracy of each class, the Openness class had the highest average accuracy of 74.96%.
The use of transformers succeeded in increasing the average accuracy by 62.79%, which
outperformed all accuracy from machine learning.

This study found that each machine learning and transformer model still cannot handle
all classes in the Big Five Personality, but the use of transformer managed to produce
better accuracy than the machine learning method. The results of this study may differ
from other studies due to differences in the parameters and processing data used.

4.3. Discussion. This research examined personality prediction using machine learning
and transformer. The data were processed through preprocessing, feature extraction,
and feature selection. Machine learning was optimized using hyperparameter tuning with
grid search method. This study found that hyperparameter tuning in machine learning
can increase the accuracy quite significantly, but the accuracy among machine learning
methods did not have a significant difference. The results of these findings are not much
different from the previous study [9]. On the other hand, transformer managed to provide
better accuracy than all machine learning methods with an average accuracy of 62.79%.

One of the limitations in this study is the use of feature extraction variations such
as LIWC and SPLICE. The use of different feature extractions was expected to provide
better accuracy than TF-IDF [17]. In addition, the transformer model also needs to be
optimized. Future research can consider the use of other deep learning which is expected
to provide better accuracy without considering feature engineering problems and the use
of evolutionary algorithms to perform hyperparameter tuning.

5. Conclusions. The accuracy value obtained using machine learning was not good
enough since there were classes that still had low accuracy. Based on the data obtained,
it is very important to carry out the process of feature selection, feature extraction, and
hyperparameter tuning. It is also necessary to develop hyperparameter tuning and text
processing to produce good accuracy. However, by using the deep learning model, the
transformers were proven to be able to beat the average accuracy of all the machine
learning models tested with an accuracy of 62.79% and get the highest accuracy on the
Openness class with an accuracy of 75.46%.

In the future study, deep learning will be used and the use of evolutionary algorithms
will be considered to perform hyperparameter tuning so that parameter determination is
not done manually.
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