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Abstract. Bone disease including rheumatoid arthritis and osteoporosis is one of se-
rious diseases especially elderly people. Diagnostic imaging using computed radiography
(CR) imaging is an effective method for diagnosing the bone disease. However, accurate
diagnosis should be made within a limited time, increasing the burden on doctors. There-
fore, the goal of this paper is to develop a computer aided diagnosis (CAD) system for
automatically diagnosing bone disease from CR images. The proposed method based on
an improved U-Net and multiscale gradient vector flow snakes (MSGVF Snakes) extracts
each phalange region from the CR image and creates an image for each phalange. In
the experiment, the proposed method was applied to CR images of 101 cases, and the
performance was evaluated. As a result, our proposed model based on improved U-Net
for the segmentation obtained intersection over union (IoU) of 0.939, true positive (TP)
of 0.984, and false positive (FP) of 0.068. The initial segmentation accuracy was higher
than the conventional approach such as U-Net, Residual U-Net. Final segmentation per-
formance of the phalanges based on MSGVF Snakes are TP of 0.945 and FP of 0.030.
Keywords: Rheumatoid arthritis, Osteoporosis, Computer aided diagnosis, Convolu-
tional neural network, Multiscale gradient vector flow snakes

1. Introduction. At present, Japan became a super-aging society. In Japan, the per-
centage of people over the age of 65 is increasing. In 2018, it was 28.1%. As a matter
of aging, the risk of injury and illness in the elderly has increased, and the number of
patients has also increased accordingly. Bone disease is one of the most common diseases
in the elderly. Symptoms of bone disease include growth disorders, skeletal deformities,
joint disorders, and fractures. Representative cases include rheumatoid arthritis and os-
teoporosis. Bone disease leads to a decrease in quality of life (QOL) as the condition
progresses. In addition, new drugs for rheumatoid arthritis and osteoporosis are being
developed that can alleviate symptoms and reduce morbidity. Therefore, early detection
and early treatment are important to prevent the disease.

Visual screening based on imaging becomes a routine work for medical diagnosis for
early detection. In recent years, its reliability and importance have increased with the
improvement of imaging technology such as computed tomography, ultrasound, and mag-
netic resonance imaging. However, there are problems such as differences in diagnostic
results due to the experience of doctors, and the burden on doctors due to the limited
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time of diagnosis. Therefore, we propose a computer aided diagnosis (CAD) system that
can perform quantitative analysis to solve these problems.
Kajihara et al. [1] proposed a method to extract each phalange image by applying

multiscale gradient vector flow (MSGVF) Snakes [2] from computed radiography (CR)
images. Hatano et al. [3] proposed an extraction method for extracting phalanx regions
using U-Net [4]. Also, there are many image processing algorithms which is related to CNN
[5-10]. These methods still have problems with mis-detected phalanges and versatility.
Therefore, we propose a method for extracting phalange region from the CR images
by combining our previous model with MSGVF Snakes. In this paper, we discuss the
effectiveness of the proposed method applied to 101 CR images.
The remainder of this paper is structured as follows. In Section 2, we describe our

image processing techniques in detail. Section 3 illustrates the experimental results and
Section 4 addresses discussion and conclusion.

2. Image Processing Techniques. In this paper, we describe a CAD system based on
automatic segmentation of bone area, automatic registration, and feature analysis which
compose CAD system for quantitative analysis of bone deformation from CR image. Main
process includes automatic extraction of region of interest (ROI) based on improved U-
Net, and MSGVF Snakes.

2.1. Overview of the proposed method. The aim of this study is to develop a CAD
system for realizing quantitative evaluation of bone diseases. To achieve this purpose, it
is necessary to develop three elemental technologies: automatic segmentation, automatic
registration, and feature analysis of the phalangeal region. Figure 1 shows an overview
of the CAD system constructed in this paper. Extraction of the bone region in the first
step is performed for reducing the burden on doctors such as coping with the complexity
of positioning processing and positioning of ROI. In addition, since bone disease does not
occur in the entire bone, and symptoms appear in only a part at an early stage, image
analysis is performed on each finger bone. By applying the process, we will improve
the accuracy of diagnosis and reduce the burden on doctors. As the preprocessing steps,
original CR image with 10 bits is converted to bitmap image with 8 bits. After that,
converted images are enhanced based on histogram equalization.

Figure 1. The flow of CAD system

2.2. Automatic segmentation of finger bone region. A convolutional neural net-
work (CNN) is a specific type of artificial neural network (ANN) that uses perceptrons,
a machine learning unit algorithm. In this paper, a CNN algorithm based on improved
U-Net as an initial segmentation and MSGVF Snakes as final segmentation are used in
combination for segmentation of phalanges region. The segmentation targets are the prox-
imal and middle phalanx from the CR images. In addition, we build a residual U-Net [4]
as a CNN model for segmentation, and learn and extract bone region from a known CR
image.
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In this method, we segment the proximal and middle phalange region based on two step
processing: an improved CNN as an initial segmentation and MSGVF Snakes techniques
for the final segmentation. The whole flow of this method inputs an image and performs
extraction of a finger bone image at CNN. Next, noise removal and labeling processing are
performed on the obtained extracted image as pre-processing to create each finger bone
image. After that, each phalange region is set as an initial position of MSGVF Snakes
to extract the final segmentation. This makes it possible to accurately extract only the
phalanges.

2.3. Improved U-Net. U-Net is a CNN model that combines residual U-Net [6] and
nested U-Net [11]. The basic structure is Residual U-Net, and the connectivity of the
skip connection part is changed to a nested structure. At this point, Nested U-Net will
introduce a convolution block, while the improved U-Net will introduce a residual block.
The improved U-Net extracts image features from the input at the encoder and restores
the image at the decoder. In this method, full pre-activation is used as residual block.
Each block is composed of 3× 3 convolution, ReLU, and batch normalization. Therefore,
we down sample the feature map by applying 2 slides in the first 3 × 3 convolution of
each residual block as a substitute for maximum pooling. Figure 2 shows the network
structure of our improved U-Net.

The advantage of the improved U-Net is that the introduction of the residual block in
the skip connection part enables the transmission of feature information while suppressing
image degradation compared to the residual U-Net. In addition, optimization can be
performed easily.

2.4. MSGVF Snakes. To segment an ROI from an image based on MSGVF Snakes [2],
it is necessary to input the initial control points by user. To realize automation as a CAD
system, boundary tracking is performed on the rough extraction area, and contours are
sampled at regular intervals. The sampling point is given as an initial control point, and
a detailed area extraction of the phalanges is performed by MSGVF Snakes.

As the processing flow, first we set the scale λM−1 and calculate the edge map for the
smoothed image according to the scale. Then, based on the obtained edge map, the control
points are moved in the direction of the vector field until the active contour converges.
After convergence, the scale value is updated to the value obtained by subtracting 1.

The control points after convergence are given again as the initial control points, and the
same process is repeated until the scale λ0 is reached. The scale λ0 indicates the original
image, and is possible to perform local extraction gradually from the global extraction
that is less susceptible to noise by repeating from the large scale λM−1 to the scale λ0.
In addition, B-spline [12] interpolation is used as a control point interpolation method.
Control points can be represented smoothly by using the B-spline interpolation.

MSGVF is a method of expressing a vector field using an edge map of an image rough-
ened by scale based on scale space theory. Conventional GVF is susceptible to noise and
is characterized in that it forms a local vector field. MSGVF broadens the range of vec-
tors concentrated on edges by using an edge map obtained from a roughened image as
compared to the edge map in the original image. Therefore, a vector field can be formed
globally. Due to this feature, even when the initial contour in Snakes is apart from the
contour of the extraction target, it converges to the target contour. In addition, since the
rough image is used, the region extraction can be performed more accurately because it
is less susceptible to noise. The convergence behavior in Snakes is established by mini-
mizing the energy function which consists of internal and external forces. If the position
of parameterized Snakes is expressed as r(s) = (x(s), y(s)), the general Snakes energy
function can be expressed by Equation (1). Here, Eint represents internal energy, and
Eext represents external energy. Internal energy is defined to keep the dynamic contour
smooth. External energy is used to derive an active contour towards the image features
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(a) Network structure (b) Block1

(c) Block2 ∼ Block4 (Full pre-activation) (d) Block5 ∼ Block7

Figure 2. Network structure of improved U-Net: Conv: 3×3 convolution,
Deconv: 2 × 2 deconvolution, BN: Batch normalization, Concat: Concat-
nation, Add.: Addition

of the region of interest. The method using the vector field obtained by MSGVF as this
external energy is MSGVF Snakes.

Esnake =

∫ 1

0

[Eint(r(s)) + Eext(R(S))]ds (1)
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The formulas for Eint and Eext are shown below.

Eint =

(
α|rs(s)|2 + β|rss(s)|2

)
2

(2)

Eext =
uλ(x, y)× uλ (x̄, ȳ) + vλ(x, y)× vλ (x̄, ȳ)(

(uλ(x, y))2 + (vλ(x, y))
2 ×

(
uλ

(
x̄, ȳ

))2
+ (vλ (x̄, ȳ))

2 ) (3)

Equation (2) describes the commonly used curve broadening. Equation (3) shows the
inner product of the vectors, taking advantage of the feature that the facing vector near
the edge is in the opposite direction. (x̄, ȳ) in Equation (3) indicates the control points
after movement, and is the direction of MSGVF at the position (x, y) of the movement
amount. The equations for x̄ and ȳ are shown below.

x̄ = x+ ηu(x, y) (4)

ȳ = y + ηv(x, y) (5)

α and β in Equation (2) and η in Equations (4) and (5) are positive constants. Eint works
to reduce closed curves, especially when the active contour is set outside the extraction
target.

3. Experimental Results. In this paper, we evaluate the performance of the phalange
image extraction method combining the improved U-Net and MSGVF Snakes. In the
experiment, the performance was evaluated by comparing the image obtained by the
proposed method and the image obtained by the conventional method with the correct
image. The results were applied to CR images of 101 cases which is obtained on visual
screening.

The evaluation method used intersection over union (IoU), true positive (TP) and false
positive (FP). In Equations (6) to (8), A is the correct answer area, and B is the extraction
result by the proposed method.

IoU =
A ∩B

A ∪B
(6)

TP =
A ∩B

A
(7)

FP =
B − A ∩B

B
(8)

In this study, we obtained the segmentation results shown in Table 1 for CR images. In
our improved U-Net, we achieved IoU = 0.939, TP = 0.984, and FP = 0.068 from 101 CR
cases. In addition, the results of final segmentation performance based on MSGVF Snakes
were TP = 0.945 and FP = 0.030. From Table 1, the proposed method has improved
on the extraction performance. In this study, an extraction method combining improved
U-Net and the MSGVF Snakes method was implemented. In our improved U-Net, the
phalange region was globally extracted, and the obtained image was used as the initial
position to locally extract the phalange region using the MSGVF Snakes.

Table 1. Experimental results

IoU TP FP

Improved U-Net 0.939 0.984 0.068

Conventional method [2] 0.909 0.971 0.077

Final segmentation − 0.945 0.030

Conventional method [1] − 0.929 0.059
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(a) Improve U-Net (b) MSGVF Snakes

Figure 3. Experimental result

4. Conclusions. We developed a method for extracting phalanges by combining im-
proved U-Net and the MSGVF Snakes method, and evaluated its performance using an
evaluation formula and processing time. As a result, we obtained the performance with
IoU = 0.939, TP = 0.984, and FP = 0.068. The final segmentation of the phalanges
by MSGVF Snakes showed TP = 0.945 and FP = 0.030. As the future work, we need
further improvement for the automatic extraction of the phalanges region and segment
the phalanges region.
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