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Abstract. Software-defined networking (SDN) is one of the network virtualization tech-
nologies that has gained attention recently, and it has now been implemented in networks.
SDN can reduce the network management workload by flexibly changing many network
device parameters and centralizing control methods specific to the network devices. How-
ever, SDN-enabled network devices are currently expensive, posing a barrier to SDN
adoption in enterprise and data center networks. In this study, an event-driven remote
configuration function based on monitoring input packets in a router/switch control sys-
tem using inexpensive Internet of Things devices is proposed to reduce the cost of SDN
deployment and network management workload. We developed the proposed function and
evaluated its performance on an experimental network. The experimental results are dis-
cussed, and the effectiveness of the proposed function is verified.
Keywords: Software-defined networking, OpenFlow, Raspberry Pi, RYU, Event-driven
remote configuration, IoT devices

1. Introduction. Virtualization technology has recently made it easier to virtualize var-
ious network resources, such as router/switch for packet exchange and server/storage for
data sharing service. However, control and management of network resources have been
complex because the resources have been dynamically integrated and distributed [1-4].
Furthermore, the number of network facilities, called data centers, where huge network
resources are located, has been increasing because of new social network services. In par-
ticular, it must change several parameters of router/switch more flexibly and dynamically
than the times when social network services were not extensively used [5,6]. However, in
conventional networks, the parameters of the router/switch are required to be set using
vendor-specific configuration methods and flexibly and dynamically changing parameters
of router/switch are tangled. Software-defined networking (SDN) technology has emerged
and been researched for flexibly, dynamically, and efficiently operating complex networks
[7-11].

In the non-SDN environment, network devices such as routers and switches have inte-
grated the data plane that exchanges packets and the control plane that controls the data
plane. When new network devices are added or the network configuration is changed,
the network administrator should set the parameters of each device individually using
the vendor-specific control plane, which depends on the manufacturer and physical tasks
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such as plugging and unplugging cables. Therefore, the more complex and larger the
network is, the more time and human resources are required and the heavier the workload
becomes.
By contrast, the control and the data planes in the network devices are separated in

the SDN environment. Additionally, a vendor-independent control plane is composed of
a single software called an SDN controller. Furthermore, the SDN environment provides
a common interface to administrators, enabling flexible and dynamic parameter settings
for network devices of various vendors. OpenFlow (OF) is adopted as a protocol for
SDN [12-15]. The OF protocol can centralize the management of SDN-enabled network
devices using the OF controller and can be expected to significantly reduce the workload
of network administrators by liberating them from vendor-specific configuration methods.
Although SDN provides considerable benefits in terms of network flexibility, operability,

and manageability, replacing all legacy network devices with SDN-enabled devices requires
high cost because the existing SDN-enabled network devices are expensive. Therefore, cost
is a significant barrier for the construction of the SDN environment [16,17]; therefore, a
gradual replacement of the legacy network devices with the SDN-enabled ones within an
acceptable cost is considered instead of replacing all of them at once [18-22]. However,
to realize the full benefits of SDN, all the legacy network devices should be replaced
with the SDN-enabled ones; to achieve this, low-cost solutions are required for SDN
deployment. Some studies have reported the low-cost solutions using Internet of Things
(IoT) devices as Ethernet switches or OF switches [23-25]; however, the packet forwarding
capability depends on the IoT devices’ processing performance. Therefore, these solutions
are limited to low-speed networks such as home networks, and unsuitable for high-speed
networks such as the Giga class. Another study has been reported that uses the devices
called field-programmable gate arrays (FPGA) to update the legacy network devices to
the SDN-enabled ones [26]. Although the cost of the FPGA device is low, this solution
requires a significant amount of time and effort in addition to the high development costs
for updating the legacy device to an SDN-enabled one. This solution also implements
the packet forwarding function in FPGA, making it difficult to be applied to high-speed
networks. A study has been reported for updating the legacy network devices to the SDN-
enabled ones to link general-purpose servers with legacy network devices instead of IoT
devices [27]. However, this solution requires a high-performance general-purpose server
for its application to the high-speed network because the packet forwarding function is
performed by software switches in the general-purpose server, resulting in high cost for
the SDN implementation.
For this background, we have researched a method to insert and link an inexpensive

IoT device between the SDN controller and a legacy network device to realize a common
interface, which is one of the SDN functions, and remote network control [28-31]. In our
proposed method, only IoT devices have been added to construct an SDN environment.
Therefore, the cost can be significantly reduced, compared with the method of replacing
legacy network devices with SDN-enabled devices, and it is practically possible to make
all devices in the network SDN-enabled at once. In this study, we propose an event-
driven remote configuration function using the input-packet monitoring of the IoT device
to improve the technology for SDN deployment by linking the inexpensive IoT devices
with the legacy network devices. This study, compared with state-of-the-art studies, has
effectiveness in terms of realizing the function of the packet-in message and the translation
of control command which have not yet been realized in our past studies. Result has shown
that an event-driven remote configuration function performs properly and the function of
the packet-in message has been realized in our proposed method. In Section 2 of this paper,
we present the functional module design and operation flow of the event-driven remote
configuration function. In Section 3, we present the experimental setup and results of the
demonstration on the experimental network. In Section 4, we present the conclusions.
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2. Event-Driven Remote Configuration Function. Figure 1 shows that the devel-
opment of data plane in the legacy network device was not the focus of our research, and
the function of translating OF-based control commands into vendor-specific ones was im-
plemented in low-cost IoT devices. Furthermore, we proposed the function of the common
interface (IF) to link the data planes of the legacy network devices.

Figure 1. Outline of the proposed solution

Figure 2 shows the functional module structure and operation flow of the common
IF. The OF controller shown in Figure 2 is implemented in a personal computer (PC)
for centrally controlling network devices, and the OF switch is implemented in the IoT
device. The legacy network devices, IoT devices, and control PC are physically connected
via a general-purpose Ethernet (unshielded twisted pair) cable. As shown in the flow (1)
in Figure 2, after the IoT device boots up, it sends the OF switch identification (ID) to
the OF controller through the OF IF. The OF controller registers the ID of the OF switch
in its database and then establishes an OF connection. Control commands based on OF
are input by the network administrator through the user IF, and the control commands
are sent and received between the OF controller and OF switch using the OF connection,
shown in the flow (2), respectively. Then, the adapter in the IoT device translates the OF
control commands into vendor-specific commands, as shown in the flow (3), and sends the
vendor-specific commands to the legacy network device through the telnet IF (the flow
(4)). The common IF function in the IoT devices enables the administrator to directly
control the OF controller and remotely configure the parameters to the legacy network
devices. In this study, the IoT device is a device that can provide an IF for communicating.
Figure 2 also shows how the IoT device provides an IF between the legacy network device
and the SDN controller.

Figure 2. Function of remote configuration by OpenFlow-based common interface
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In an SDN environment, packets entering a network device are routed based on the
OF forwarding policy. Packet-in message is used to send incoming packets in the OF
switch to the OF controller if they do not follow the forwarding policy [32]. By extracting
information that was forwarded by the packet-in message to OF controller, the network
information and current status can be shared with various external services. The function
of the packet-in message has not yet been realized in our proposed function of the common
IF using the IoT devices. Therefore, in this study, we implement the function of receiving
and analyzing the packet-in message in the IoT devices using an SDN-enabled software
switch called Open vSwitch (OVS) [33] to obtain the packet-in message generated with
network events on the OF controller side. We propose that the function of event-driven
remote configuration is linked with the conventional common IF function. In this section,
we first provide an overview of the operation flow of the network information acquisition
using the packet-in message and then describe the function of the event-driven remote
configuration.

2.1. Network information acquisition using packet-in message. Figure 3 shows
the configuration of the functional components and the operation flow for acquiring net-
work information using packet-in message implemented in the IoT device. The container
of the functional components consists of network devices, namely legacy layer-3 switch,
IoT device, and control PC. As shown in Figure 3, after the IoT device boots up, it sends
the OF switch ID to the control PC through the OF IF, and the control PC registers
it in its database and establishes an OF connection, which is shown as a bidirectional
link in the flow (1). The forwarding policy to the OF controller is set in the OVS in the
OF switch shown in the flow (2). The layer-3 switch is configured for port mirroring,
and all packets entering the layer-3 switch are forwarded to the OF switch, where the
OVS analyzes the packet headers, as shown in the flow (3). Based on the forwarding
policy, packets are checked continuously, and if the packet matches the forwarding rule,
a packet-in message is created and sent to the control PC, as shown in the flow (4). The
network administrator can check the receiving of the packet-in message through the user
IF, as shown in the flow (5). With this function, the network administrator can obtain
information from packets to be input to the network device and grasp the events that
occurred in the network.

Figure 3. Information acquisition function with packet-in message
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2.2. Event-driven remote configuration. Figure 4 shows the OF controller and OF
switch components and the operation flow of the function of the event-driven remote
configuration. The function is implemented by linking the function of the common IF and
the function of the network information acquisition. As shown in Figure 4, the hardware
consists of a network device, an IoT device, and a control PC with the functions of the
common IF and network information acquisition. The operation flow from (1) to (4) in
Figure 4 is equal to the operation flow from (1) to (4) in Figure 3. Therefore, the network
administrator obtains packet information by receiving packet-in message in control PC
and grasps the events that occurred in the network. Then, the control PC sends OF-
based control commands based on the administrator’s policy according to each event
from the control PC to the IoT device, as shown in the flow (5). The OF-based control
commands are then translated into vendor-specific ones in the adapter, as shown in the
flow (6). Finally, the OF switch sends vendor-specific control commands to the layer-3
switch through the telnet IF and the layer-3 switch is reflected in various parameters of
configuration belonging from layer-1 (physical layer) to layer-3 (network layer), as shown
in the flow (7). The above mentioned operation flow provides a common IF and realizes the
function of the network information acquisition by the function of the packet-in message.

Figure 4. Event-driven remote configuration function

3. Experiment and Results. We have designed and developed the function of the
event-driven remote configuration and demonstrated the function on an experimental
network. This section describes the experimental setup and procedure, and we then
present the results.

3.1. Experiment of packet blocking using an enabled filter. Figure 5 shows the
experimental setup. In Figure 5, an IoT device, PC-1, and a layer-2 switch are connected
to a layer-3 switch and a packet monitoring PC, a control PC, and PC-2 are connected to
the layer-2 switch. Furthermore, the layer-3 switch had two types of links for IoT devices:
a normal packet forwarding link using port P-a and a mirroring link to receive packets
from PC-1 using port P-b. An OF controller was installed in the control PC, as shown in
Figure 4. In this experiment, we adopted RYU [34], an open source, free software, as the
OF controller and the Raspberry Pi 3 Model B [35] as the IoT device. The Raspberry
Pi 3 Model B was equipped with only one Ethernet local area network (LAN) port as a
network interface; however, as we used two ports for IoT device in this experiment, we
converted one of the universal serial bus ports of the Raspberry Pi 3 Model B into an
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Figure 5. Experimental setup

Ethernet LAN port using a connector. We also installed Wireshark [36], a packet capture
software, as the LAN analyzer in the packet monitoring PC.
We configured the mirroring port P-b of the layer-3 switch as the forwarding destination

of the input packets in port P-c. This configuration allows the IoT device to acquire the
input packets from PC-1 to the layer-3 switch and vice versa. Moreover, we configured
the mirroring port P-f of the layer-2 switch as the forwarding destination of the input
packets in the port P-e. This configuration allows the packet monitoring PC to acquire
the input packets from the layer-3 switch to the layer-2 switch and vice versa. In this
paper, we implemented the function of the event-driven remote configuration as follows.
When the event of “echo reply packets based on Internet control message protocol (ICMP)
[37] are input 20 times from PC-1 to PC-2” occurs, the configuration of “the filter in the
layer-3 switch is enabled to block the ICMP echo request packets from PC-2 to PC-1”
is conducted. The mirrored ICMP echo reply packet triggers the creation of a packet-in
message, which is sent to OF controller, and the OF controller processes the packet-in
message based on the policy. In this experiment, the policy is to apply a filter to the
layer-3 switch to block the ICMP echo request packets. We confirmed that the function
of the event-driven configuration worked properly by executing the Ping on PC-2 and
sending the packets 20 times which were the ICMP echo request packets from PC-2 to
PC-1 and checking the packets between PC-1 and PC-2 and between the IoT device and
the control PC in the packet monitoring PC. The packets between PC-1 and PC-2 and
between the IoT device and the control PC were checked by the packet monitor PC for
validation.

3.2. Results and disccusions. Figure 6 shows the results of the experiment. The hor-
izontal axis represents the elapsed time, and the start time of the transmission of the
ICMP echo request packets from PC-2 to PC-1 is set to 0. The vertical axis represents
the type of observed packets: the packets of the ICMP echo request, ICMP echo re-
ply, packet-in message, and OF-based control command. As shown in Figure 6, when
a packet-in message was observed 20 times, the policy was confirmed by OF-based con-
trol command. Therefore, the ICMP echo reply packet was observed until the OF-based
control command was sent. However, after the OF-based control command was applied,
only the ICMP echo request packets were observed and no ICMP echo reply packet was
observed. This result indicates that the filter has been enabled to block the ICMP echo
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Figure 6. Result of packet blocking with an enabled filter

request packet from PC-2 to PC-1 in the layer-3 switch. In conclusion, we confirmed that
the event-driven configuration function is working properly.

4. Conclusions. We proposed a function of event-driven remote configuration using in-
expensive IoT devices as a low-cost solution for implementing an SDN environment. In
this letter, a function of the event-driven configuration triggered by input packets is de-
veloped and demonstrated on the experimental network. As a result, by monitoring the
packets of the ICMP echo request and reply packets, whether the function was working
properly can be verified. In the future, we will improve the method of the low-cost SDN
deployment using IoT devices and expand the IoT devices to optical components in SDN
used in optical IP networks and sensing devices such as electrical sensors and optical fiber
sensors used in sensor networks.
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