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Abstract. The state of rainfall can be identified by using several other climate data.
This paper analyzes the characteristic cause factor of rainfall in Semarang City through
several climate data, such as temperature and humidity, using AHC and K-Means. Clus-
tering methods divide the range of rainfall into three clusters. Besides, we also evaluate
the influence of different variables that affect rainfall clusters. This paper evaluates the
performance of clustering algorithms using Silhouette score, Calinski-Harabasz score, and
Davies Bouldin score. The performance validation correlation between rainfall (RR) and
average humidity (RHavg) using the Silhouette score has the highest score of 0.42, the
highest Calinski-Harabasz score is 451, and the lowest score using the Davies Bouldin
score is 0.89. The performance validation correlation between rainfall (RR) and average
temperature (Tavg) using the Silhouette score has the highest score of 0.46, the highest
Calinski-Harabasz score is 2438, and the lowest value using the Davies Bouldin score is
0.86. All of these results are generated by the K-Means algorithm, showing the superior-
ity of the K-Means algorithm over AHC in clustering rainfall. The conclusion explained
that there is a possibility that high-intensity rain will occur in Semarang City when the
humidity is above 80%, and the temperature is between 26 to 29.
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1. Introduction. Indonesia is located in the tropics and has a relatively high annual
rainfall. Rainfall affects life activities such as community safety, agricultural production,
fisheries, and plantations, according to the conditions in their respective regions. Besides
being beneficial, rainfall can also cause landslides and floods. Therefore, it is necessary to
know how high and low rainfall is in an area to prevent disasters caused by rain. Rainfall
values are different in each region, and the causative factors cannot be generalized [1].
Therefore, it is necessary to determine what causes rain to fall in an area precisely. By
building a specific model to an area, we can more accurately predict the arrival of rain
and minimize the risk of disasters occurring due to rain.

In terms of weather parameters, most studies monitor temperature and humidity. The
weather forecast data in several studies were collected by sensors or from meteorological
stations [2]. Rainfall has spatial characteristics that are periodically captured by the
station, such as the average temperatures (Tavg) and average humidity (RHavg). These
characteristics can be used to group the data into several clusters, providing information
on the causes of rainfall intensity. Such information will benefit humankind by making
it possible to prepare for and mitigate landslides and floods. In the machine learning
domain, this problem of making clusters from data can be overcome by using clustering
methods.

Two methods that can be applied to solving this case are the K-Means and Agglom-
erative Hierarchical Clustering (AHC) algorithm. The K-Means and AHC methods work
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by dividing the data into clusters and making the data precisely in one cluster [3]. AHC
is a clustering algorithm that builds nested clusters from individual data point clusters
to become a single cluster gradually by combining two pairs of closest clusters [4]. In the
context of determining rainfall using climate data, [5] found that the best cluster consisted
of around 3 clusters, with a Silhouette score in the range of 0.1 to 0.38. Next, in analyz-
ing one area in Indonesia, [6] identified rainfall using fuzzy clustering and K-Means. The
study acquired a Silhouette score of 0.24 to 0.46. These results are certainly influenced by
the features of the dataset used and the undoubtedly different tuning. However, instead
of comparing the metrics, we add some state-of-the-art comparison with current research
that talks about rainfall prediction. A study explained how rain prediction in Indonesia is
made using a data mining technique [7]. However, the study only analyzed two clustering
target variables: rain and not rain. Thus, it does not yet provide detailed characteristics
of the rain intensity prediction compared to other climate data. In this study, we use
the K-Means and AHC methods to display the mapping of rainfall grouping results in
Semarang City and correlate it with other climate data. This aims to find out how high
and low rainfall is in each area easier. In this study, we want to determine what factors
are causing rainfall intensity by looking at several clusters produced by several clustering
algorithms.
The contents of this study are structured as follows: Section 2 discusses the dataset

used in this study; Section 3 explains what clustering is, what methods we are using, and
how to evaluate clusters; Section 4 contains the experiment result and discussion about
the results, and Section 5 delivers the conclusion of this study.

2. Dataset. The climate dataset of Semarang City was taken from Meteorology and
Geophysics Agency (BMKG), specifically in Semarang geophysical station. The dataset
has 1767 instances with four feature attributes. The feature dataset that is used in this
research is explained in Table 1.

Table 1. Data dictionary

Data Description

RR Rainfall (mm)
Tavg Average of temperature (Celsius)
RHavg Average humidity (%)

In this study, we utilize several data preprocessing techniques, such as replacing missing
values, removing duplicate data, checking for inconsistent data, and correcting errors in
data. Empty data is usually caused by new data for which there is no information [8].
This research will fill null data with predictive values using the KNN imputer method.
KNNimputer is a scikit-learn class that helps to predict missing values in a dataset. The
missing values for each sample were calculated using the mean of the nearest neighbours
found in the training dataset. Two samples are said to be close if none of the features is
close.

3. Clustering. This section discusses what clustering methods we use and how they
work to solve the problem. In addition, this section also discusses how to validate the
clustering results. Data mining is research that focuses on statistics, machine learning,
and databases. One of the data mining algorithms, the clustering algorithm, is often used
to make multiple analyses and predictions. The clustering algorithms work by dividing a
dataset into a collection of similar data called clusters. By grouping, we know the patterns
in the data. The results were obtained in the form of similarities between objects in the
cluster [9]. In this section, Section 3.1 discusses the clustering algorithm used in this
study, and Section 3.2 discusses how we evaluate the clustering models’ performance.
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3.1. Clustering and model. Clustering algorithms of machine learning are successfully
used to divide the data into several clusters based on similar characteristics. This study
utilizes two clustering algorithms, namely the K-Means and the Agglomerative Hierarchi-
cal Clustering (AHC).

3.1.1. K-Means clustering. K-Means clustering is an unsupervised algorithm that is used
to group different objects into clusters. A cluster is a collection of homogeneous data
objects in one cluster and heterogeneous with entities in another cluster. A collection of
data objects can be grouped as a unit to be considered a type of data compression [10].
K-Means create k clusters from n number of data, where the user assigns the k value.
The algorithm is explained as follows [11].

Step 1: Choose k cluster centroid points u at random.
Step 2: Repeat the procedure until convergence is reached.
a) For each data point i, calculate the class it should belong to using the following

formula:

C(i) := argmin
∥

∥

∥
X

(i)
i − uj

∥

∥

∥

2

(1)

where Xi is the features of data point and uj is the centroid points of class j.
b) Recalculate the class centroid u for each class j using the following formula:

uj :=

∑n

i=1 1
{

C(i) = j
}

xi

∑n

i=1 1 {C
(i) = j}

(2)

3.1.2. Agglomerative Hierarchical Clustering (AHC). Agglomerative Hierarchical Cluster-
ing (AHC) is a bottom-up approach that starts with individual objects in a cluster, and
builds clusters from unrefined clusters until the whole dataset belongs to one cluster [12].
Then the looping process is carried out, wherein in each loop, the algorithm combines the
closest pair of clusters that meet the inequality criteria. The loop process ends when all
data is included in a cluster. AHC produces a tree-like structure called a dendrogram that
visualizes multiple high-level partitions of the data set. AHC helps in generating small
clusters, which offer informative data displays. The pseudocode of AHC is explained as
follows [13].

Step 1: At first, each data point forms a cluster on its own, i.e., Gi = {xi} (i =
1, 2, . . . , n).

Step 2: Calculate the distances between each pair of cluster objects and create a
distance matrix D = (Dij)c, where c is the number of clusters.

Step 3: Merge the clusters that are closest to each other (for example, Gp and Gq)
into a new cluster Gr, so that Gr = Gp ∪Gq, and let c = c− 1.

Step 4: Examine the number of clusters. If the class number c exceeds the desired
number of clusters, go to Step 2; otherwise, proceed to Step 5.

Step 5: Provide clustering results.

3.2. Performance validation. Validation is a performance evaluation step of the clus-
tering algorithm used. In this study, we use several validation techniques, namely Silhou-
ette score [14], the Callinski-Harabasz score [15], and Davies Bouldin score [16].

3.2.1. Silhouette score. The Silhouette score S is calculated for each data point i by taking
the mean intra-cluster distance a and the mean nearest-cluster distance b into account.
An A score close to +1 indicates that the data point is in the correct cluster. An A score
of 0 indicates that the data point may belong in another cluster. Result −1 indicates that
the data point is in an incorrect cluster [17].

S =
1

N

N
∑

i=0

bi − ai

max(ai, bi)
(3)
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where ai is the average dissimilarity with other data in cluster and bi is the lowest dis-
similarity to any non-member cluster for each data point i.

3.2.2. The Callinski-Harabasz. The Callinski-Harabasz is the ratio between-clusters dis-
persion mean and the within-cluster distribution [18]. Let D′ be the clustered data, where
D′ = {x1, x2, . . . , xn} and D′ ⊂ D. The formula for Callinski-Harabasz s with k number
of clusters is as follows:

S =
tr(Bk)

tr(Wk)
×

n− k

k − 1
(4)

where tr(Bk) is the between group dispersion matrix and tr(Wk) is the within-cluster
dispersion matrix defined by

Wk =
k

∑

q=1

∑

x∈Cq

(x− cq) (x− cq)
T (5)

Bk =

k
∑

q=1

m (cq − cD′) (cq − cD′)T (6)

where Cq is the set point of the q-th cluster; cq is the center point of cluster q; cD′ is the
center point of clustered data D′; and m is the number of data that exist in cluster q.

3.2.3. The Davies Bouldin score. The Davies Bouldin criterion (DB) is calculated based
on a distance ratio between clusters. The index represents the average similarity measure
of each cluster to the cluster that is most like it. A higher score indicates that the clusters
are closer together and less dispersed [19]. The equation for Davies Bouldin score is as
follows:

DB =
1

n

n
∑

i=1

max
j 6=i

{

I(ci) + I(cj)

I(ci, cj)

}

(7)

I(ci) represents the mean of the distances between the objects belonging to cluster Ci and
its center. I(ci, cj) represents the distance between the centers of the two clusters Ci and
Cj. For each cluster i in the partition, we look for cluster j which maximizes the index
described as follows:

Rij =
I(ci) + I(cj)

I(ci, cj)
(8)

Therefore, the best clustering is that which minimizes the average of the value calculated
for each cluster. In other words, the best clustering is the one that minimizes the similarity
between the clusters.

4. Result and Discussion. This section discusses the performance and the results using
the proposed method in this paper. First, we train the dataset with the K-Means and
AHC algorithm. Several optimized parameters’ values used to produce the best result are
explained in Table 2 and Table 3.
First to be tested is the rainfall (RR) with the average humidity (RHavg). It can be

seen in Figure 1 that the results of clustering using K-Means and AHC processing are
divided into three clusters. We can also see that high rainfall (RR) intensity mostly occurs
when humidity is above 80%. The result is explained in the highlighted dashed rectangle.
Next to be tested is the rainfall (RR) with the average temperature (Tavg). It can be

seen in Figure 2 that the results of clustering using K-Means and AHC processing are
divided into three clusters. High rainfall (RR) intensity mostly occurs when the temper-
ature is within 26 degrees to 29 degrees. The highest rainfall intensity is explained in the
highlighted dashed circle.
The result shows that by applying the clustering using K-Means and AHC for the

Semarang City climate, the rainfall level can be divided into several clusters and analyzed.
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Table 2. K-Means parameter tunning

K-Means

Parameter n cluster n init Max iter Tol
Precompute

distance

Description The number
of clusters
that will be
generated.

The number
of times the
K-Means
algorithm will
be executed
with various
centroid seeds.

The number
of iterations of
the K-Means
algorithm that
can be perfor-
med in a single
run.

Convergence
value to a to-
lerance of the
difference in
the cluster
centers of two
consecutive it-
erations using
the Frobenius
norm.

Precompute
distances

Value 3 31 412 0.0001 auto

Table 3. AHC parameter tunning

AHC

Parameter n clusters Affinity Linkage

Description The number of clus-
ters that must be
discovered

The metric used to
calculate the linkage

Which linkage criteri-
on should be used

Value 3 euclidean ward

Figure 1. K-Means and AHC clustering RR-RHavg

Table 4 shows that the performance validation correlation between rainfall (RR) and
average humidity (RHavg) using the Silhouette score has the highest score of 0.42. The
highest Callinski-Harabasz score is 451, and the lowest value using the Davies Bouldin
score is 0.89. Table 4 also explained the performance validation correlation between rainfall
(RR) and average temperature (Tavg) using the Silhouette score with the highest score of
0.46, the highest Callinski-Harabasz score of 2438, and the lowest value using the Davies
Bouldin score is 0.86. All of these results are generated by the K-Means algorithm, showing
the superiority of the K-Means algorithm over AHC in clustering rainfall.
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Figure 2. K-Means and AHC clustering RR-Tavg

Table 4. Result summary

Silhoutte score
Callinski-Harabasz

score

Davies Bouldin

score

Feature K-Means AHC K-Means AHC K-Means AHC

RR-RHavg 0.42 0.35 451 408 0.89 0.94
RR-Tavg 0.46 0.42 2438 2174 0.86 1.12

5. Conclusion. Based on the research that has been done, the method using K-Means
and AHC provides some information about the clusters. We concluded that high rainfall
occurs in Semarang City when the humidity is also high. When the humidity is low, the
rain is also low. We analyzed more deeply the causes of high rainfall. As we explained
before, high rainfall occurs when the humidity is above 80% (high), so we take sample
data with these criteria. The analysis results show that rainfall will be high in Semarang
City when the average temperature is 26 to 29 degrees. The conclusion is that the hu-
midity is above 80%, and the temperature is between 26 to 29; there is a possibility that
high-intensity rain will occur in Semarang City. It should be reiterated that we cannot
generalize the causes of rain from different areas. By knowing the specific causes of pre-
cipitation in the Semarang City, later these results can be used to prepare for disaster
mitigation. It is hoped that further research can use other clustering methods such as
DBSCAN, mean-shift, or Gaussian mixture to analyze the problem from another point of
view.
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