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ABSTRACT. An industry sector is important for the economic growth in Thailand. Among
those industries, the electrical and mechanical parts manufacturers are also essential to
drive the production process in the factory. Due to the foundation activity supporting, the
industrial part manufacturer has become more competitive. The business report in 2019
stated the lost customers and open status of quotations are increasing dramatically. In
order to solve and further prevent these problems and gain more competitive advantage,
the data mining technique would be necessary to descriptively understand and predict
customer behavior which can improve the business strategy to be more effective, which
the return-of-investment of the simulated business scenario will prove. The data used in
this paper is customer data between 2017 and 2020 in two entities: 1) customer char-
acteristic data, including registered capital, industry code, business type, business size
value, and 2) customer transaction data, including purchase history. The combination
of descriptive segmentation and predictive modeling toward decision-making strategies
that tend to increase the return-of-investment of the industries is challenging, and the
main contribution is specified in electrical and mechanical parts manufacturing. The ex-
pected results should support the Sales and Marketing team in increasing sales value and
new customers and maintaining existing customers by offering highly accurate strategy
segmentation.

Keywords: Data mining, Customer behavior, Strategy selection segmentation, Indus-
trial part manufacturer, k-Means clustering, DBSCAN clustering

1. Introduction. To enable Thailand into a high-income country, the industrial sector is
one of the factors affecting the country’s GDP growth. The Thai government announced
the 20-year Thai industrial development strategy (2017-2036), which purposed to upgrade
the Thai industry currently in the Industrial 3.0 to become Industrial 4.0 with high tech-
nology systems to drive the Thai industry to achieve the needs and changes of innovations
in the world. Manufacturers of industrial parts are essential to help the industrial sector
develop Thai production technology to be more efficient [1].

For this reason, the electrical and mechanical parts manufacturers become more com-
petitive because having more market shares is an opportunity to increase business growth.
Therefore, the business sector focuses on reaching new customers, increasing brand aware-
ness, and creating new customers while maintaining existing customers. Many factors
affect the customer’s decision, such as the complexity of the purchasing process, the rela-
tionship between the buyer and seller, industry type, business size, nationality, registered
capital, and the buyer’s technology. Referring to the sales report in 2019, the number
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of customers who have bought products without any repeat purchases and the number
of quotations that have not been considered are increasing dramatically. Customer da-
ta analysis using data mining is vital to understand customer buying behavior in each
industry group and predict further purchases of customers in each industry group [2].

Many firms use data analytics to support their decision-making for a more significant
outcome. Data analytics also increase the effectiveness of customer relationship manage-
ment. There are several algorithms used for clustering in data analytics. k-Means is a
well-known algorithm for unsupervised machine learning models [3] based on center-based
clustering [4] and categorized into partition clustering methods. Another commonly used
algorithm for clustering is DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) [3]. It is based on density-based development by epsilon (eps) and minimum
points (MinPts). A cluster is a set of data spread over high-density objects, and objects
in low density are typically considered noise or outliers [5]. An example of the cluster-
ing results of both algorithms is shown in Figure 1. Comparing the performance of the
DBSCAN algorithm with a proven segmentation algorithm that utilizes k-Means clus-
tering demonstrated that the DBSCAN algorithm had a higher sensitivity and correctly
segmented more swallows. Comparing its performance with a threshold-based algorithm
that utilized the quadratic variation of the signal showed that the DBSCAN algorithm
offered no direct increase in performance. However, it offered several other benefits,
including a faster run time and more consistent performance between patients. All algo-
rithms showed noticeable differentiation from the endpoints [6].

k-Means clustering DBSCAN clustering

Ficure 1. Difference between k-Means and DBSCAN clustering

Therefore, the different viewpoints of those two clustering methods are challenging in
terms of how to obtain the benefit from the combination of those methods. This paper
proposes a heuristic approach to merge the clustering results based on business interpreta-
tion of each cluster from each method. The results obtained from k-Means and DBSCAN
are reunited into a new cluster that combines them leading to better understand customer
behavior in the industrial segment. The outcome of this paper comes out with business
action for lost customer, new customer, and loyalty customer to improve marketing stra-
tegies for a case study company.

The rest of the paper is organized as follows: the literature review to summarize the
research that relates to the clustering and clustering combination in Section 2, the method-
ology to describe step-by-step of the research in Section 3, the results to show the clus-
tering output and combination outcome in Section 4, and conclusions and further works
in Section 5.

2. Literature Review. Chen et al. [7] mentioned that most previous studies on cus-
tomer churn prediction have focused on the banking, retail, and telecommunication in-
dustries focused on B2C customers. The researchers applied four data mining techniques,
including logistic regression (LGR), decision tree analysis (C4.5), artificial neural network
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(multilayer perceptron, MLP), and support vector machine (SVM). The dataset contained
69,170 business customers in the largest logistic company in Taiwan with 18 variables in
three general categories: customer profile, transaction behavior, and quality of delivery
between March 2010 and August 2012. The result shows that decision tree analysis (C4.5)
is the best algorithm for this research, with a 93.1% accuracy and 93.3% F1 score. The
result also identified that the top three variables influenced were recency, length, and
monetary, respectively.

Alizadeh and Minaei-Bidgoli [8] proposed evaluating customer loyalty in the banking
industry by comparing performance from different algorithms. The predictive model was
applied based on demographic variables of customers using various classification methods
such as decision tree, artificial neural networks, Naive Bayes, k-nearest neighbors, and
support vector machine. K-medoids, X-means, and k-Means were used for clustering and
evaluation by the Davis-Bouldin index. The result showed that artificial neural networks
have the most accuracy in predicting loyal customer in the banking industry.

Shirazi et al. [9] developed a customer churn prediction model for the financial sector in
Canada due to the threats and disruptions from competitors by using customer data with
assets. The model returned four types of customers: churned, potential clients, second
potential client segment, and retained clients. There are several results from this study
for developing a new strategy that benefits the financial sector to maintain and increase
the number of clients. The results showed that clients with long-term relationships or
high incomes are less likely to churn.

Monalisa and Kurnia [10] proposed clustering customer behavior from the retail business
in Indonesia using the combination of k-Means and DBSCAN applied to the Recency-
Frequency-Monetary (RFM) model. The result can be categorized into four customer
characteristics: 1) Lost customer, a customer with high recency value and low monetary
and frequency value; 2) New customer, a customer with low recency, frequency, and
monetary value; 3) Prospect customers with low recency and monetary and high-frequency
values; 4) Loyal customer, a customer with a low recency value and high monetary value.

Zhang et al. [11] proposed another combination approach of k-Means and DBSCAN.
They provide the application of electric power consumer behavior segmentation in China
by using k-Means and then applying DBSCAN to identifying outliers in each cluster.
This approach is developed since the k-Means algorithm has a problem where it groups
the instances into the optimum clusters in existing clusters, even if the correlation is not
great. The result of this complimentary method can analyze consumer behavior in more
details compared with the traditional approach.

After reviewing the previous study on customer segmentation, the researchers found
that most studies are focused on B2C business, and customer segmentation can result in
lost customers, new customers, prospect customers, and loyal customers. Moreover, the
combination of center-based and density-based clustering can improve customer segmen-
tation results. Finally, the result from the clustering combination can be used to develop
and improve marketing strategies for a case study company.

3. Methodology. This paper proposed to analyze customer data to understand cus-
tomer behavior by customer transaction data combined with customer characteristics
based on five processes as shown in Figure 2 consisting of 1) define business goal, 2) data
collection, 3) data transformation, 4) data modeling, and 5) deployment.

3.1. Business goal defining. This process proposed defining the business objective and
problem statement to align with company goals by setting up a meeting with the Sales
and Marketing team. Referring to the sales report for 2019-2020, the number of customers
who have bought products without any repeat purchases and the number of quotations
that have not been considered are increasing dramatically. Data mining could be another
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FI1GURE 2. Research methodology

tool for the Sales and Marketing team to maintain customer retention before noticing
when customers are likely to churn and increase sales in the future.

3.2. Data collection. After understanding the business objective, the following process
is to create a data list and define the structure of the data collected from different sources.
This process helps us understand which data we have and which data we could collect
more to achieve the purpose of this research. This paper collected two types of data:
customer transactions from a case study company specializing in movement cable and
plastic bearing and customer characteristics from the government agency, which is the
Department of Business Development, Ministry of Commerce, between 2017-2020. Data
collected in this paper does not include private person customer and personal data.

3.3. Data transformation. This step is to convert the data collected into data that
can be analyzed in the next step. Converting this data may need to do data cleaning
because all data may not be of good quality [12], such as removing ordinary customers,
converting item code to the product name, and generating new attributes such as Recency,
Frequency and Monetary. Recency, (R) can be described as the length of time from the
last purchased date, and Frequency (F) describes the average number of transactions in
the period. Monetary (M) describes the amount of purchased value [13].

3.4. Data modeling. This step will be the data analysis process using the suggested data
analysis techniques to analyze customer segment and customer behavior. This paper used
a clustering model including k-Means and DBSCAN to find the segment of customers in
the case study company. This paper increases the performance rate for each model by
doing parameter tuning and measuring the performance of each model.

k-Means process can be described into five steps: 1) Define the number of clusters
by user, 2) Select the initial centroid randomly according to the number of clusters, 3)
Calculate the distance of data to the nearest centroid, 4) Calculate the new centroid
again, and 5) Repeat until there are no changes to the medoid so that clusters and cluster
members are obtained. In contrast, DBSCAN in this paper is setting epsilon (eps) or a
number of radiuses from neighborhood to core point and minimum points (MinPts) or
minimum data point to define the core point of the cluster [14].

This paper used the elbow method to determine the best number of k-Means clusters.
The elbow method focused on the percentage of the comparison between the number of
clusters that will form an elbow at a point. The best number of clusters can be found
when the value of the first and second clusters gives the angle on the graph or the value
decreases dramatically [15].

This paper purposed to increase the performance of DBSCAN by the knee method.
This method determines k-nearest neighbor distances. The process is to calculate the
average distance from every point. The value of k will correspond to minimum points.
After that k-distances will be plotted to determine the “knee” corresponding to epsilon.
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3.5. Deployment. Data modeling in this research was applied in the case study com-
pany to analyze purchasing behavior so that the Sales and Marketing team can prepare
strategies to retain customers and tackle customers who have a chance of being lost.

4. Results. This paper proposed to use registered capital, business size value, industry
code, business type, payment, Recency, Frequency, and Monetary as an attribute to cluster
customer data by using k-Means and DBSCAN. Customer data in this paper detected an
outlier using local outlier factor (LOF), an algorithm to calculate outlier based on density
between each data point and its neighbor points. The lower the density of the point,
the more likely it is to be identified as the outlier [16]. Customer data will be removed
if the outlier value is over 2.5. Customer data also used the normalization function to
convert different ranges to the same range [17]. In the final step, this paper proposes
the combination of k-Means and DBSCAN clusters to summarize customer behavior, as
shown in Figure 3.

Invoice —
. . Data " , . oy " Cluster
(C list " > Detect outlier [ Normalization > Data modeling ] T
transformation combination
Customer
characteristic

F1GURE 3. Clustering process

4.1. k-Means clustering results. The k-Means clustering results in a centroid value
were indicated in numerical. So, this paper proposed to convert a numerical value into
text form, as shown in Table 1. Table 1 shows the final result of k-Means clustering after
running the model several times and still finding some outliers cluster, which contained
only two members. Finally, this paper has 7 clusters left for the k-Means method. Cluster
0 represents a prominent manufacturer company in the rubber and plastic, metalworking,
and electronic equipment industry that has been considered a lost customer. Cluster 1
can be represented as a microservice company in metalworking, electronic equipment, and
retail industry considered a lost customer. Cluster 2 can be represented as a microservice
company in machine maker, retailing, and other industries considered new customers.

TABLE 1. k-Means clustering meaning

Cluster Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Regls?;ered Large Micro Micro Small Micro Large Medium
capital
]?usmess Large Micro Micro Small Micro Large Medium
size value
Industry RP/MW/ MW /EE/ MM/RT/ RT/PF/ MW/MM/ FB/RP/ RP/GC/
EE RT oT oT MRO AT MM
Business . . . . . .
type Manufacturer Service Service Service Manufacturer Manufacturer Manufacturer
Payment Cash Cash Cash Credit term Cash Credit term  Credit term
Recency High High Low Low Low Low Low
Frequency Low Low Low Low Low Low High
Monetary Low Low Low Low Low Low High
Customer Lost Lost New New New New Loyalty
type customer customer customer customer customer customer customer

*RP = Rubber and plastic, MW = Metalworking, EE = Electronic equipment, RT = Retailing,
MM = Machine maker, OT = Other, PF = Port facilities, MRO = Maintenance-Repair-Operating supplies,
FB = Food and Bev, AT = Automotive, GC = Glass & Ceramic
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Cluster 3 can be represented as a small service company in retailing, port facilities, and
other industries considered new customers. Cluster 4 can be represented as a micro
manufacturer company in metalworking, machine maker, and MRO industry that has
been considered a new customer. Cluster 5 represents a prominent manufacturer company
in the food and beverage, rubber and plastic, and automotive industry that has been
considered a new customer. Cluster 6 is a medium manufacturer company in rubber and
plastic, glass and ceramic, and machine maker industry that has been considered loyal
customers.

4.2. DBSCAN clustering results. Table 2 shows the final result of DBSCAN cluster-
ing after running the model; some clusters can be merged as the distance is very close,
and there is no significant meaning to separate the cluster. Finally, this paper has 6
clusters left for the DBSCAN method. Cluster A could not be identified customer behav-
ior. Cluster B can be represented as a microservice company that has been considered
a new customer. Cluster C can be represented as a microservice company considered a
lost customer. Clusters D and E can represent a microservice company considered a lost
customer. Cluster F represents a small service company considered a lost customer.

TABLE 2. Summary of customer characteristics by DBSCAN clustering

Cluster Cluster A Cluster B Cluster C Cluster D Cluster E Cluster F

Bussilzr;ess Others Micro Micro Micro Micro Small
Blz;?sss Others Service Service Service Service Service
Payment Others Cash Cash Cash Cash Cash
Customer New Lost Lost Lost Lost
Others
type customer customer customer customer customer

4.3. Combination of k-Means and DBSCAN. This paper obtains the results of the
k-Means and DBSCAN clustering. The k-Means is an algorithm for clustering based on
distance segmentation. The k-Means also contained centroid point and distance to form
a new cluster, which is appropriate with a set of data in a circle. The DBSCAN is an
algorithm for clustering based on segmentation. Since DBSCAN is working with data
density, the DBSCAN comes out with the best result for unshaped data. DBSCAN
Cluster A is not able to identify the customer characteristics. Thus, the results obtained
from k-Means and DBSCAN are reunited into a new cluster that combines k-Means and
DBSCAN. For example, Cluster A0 is a customer group member of Cluster A of DBSCAN
and Cluster 0 of k-Means, as shown in Figure 4. The result also found that some k-Means
and DBSCAN have similar characteristics. Figure 4 also shows that some customers
were categorized in the k-Means and DBSCAN clusters with similar characteristics. For
example, Clusters A, B, C and D of DBSCAN and Cluster 1 of k-Means are lost customers
who are microservice companies. Clusters E and F of DBSCAN and Cluster 2 of k-Means

L. k-Means
Combination
0 2 3 4 5 6
k-Means

A g 14 107 86 IGGE 50 Combinati
z B 2 0 1 2 3 4 5 6
< -—) Z | a o1 165 107 8| 166 50
8 C 11 g B 12
= D 8
=] a C 41

E 3

F 11

FI1GURE 4. Combination of k-Means and DBSCAN clustering
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are lost customers who are microservice companies. So, this paper proposed to group a
new cluster as shown in Figure 4.

Cluster A0 is a prominent manufacturer in the rubber and plastic, metalworking, elec-
trical and electronic equipment industry that has been considered a lost customer. Cluster
Al is a microservice company in metalworking, electronic equipment, and retail industry
considered a lost customer. Cluster A2 is a microservice company in machine maker,
retailing, and other industries considered new customers. Cluster A3 can represent a
small service company in retailing, port facilities, and other industries considered new
customers. Cluster A4 is a micro manufacturer company in the metalworking, machine
maker, and MRO industry that has been considered a new customer. Cluster A5 is a
prominent manufacturer in the food and beverage, rubber and plastic, and automotive
industry that has been considered a new customer. Cluster B2 is a microservice company
in machine maker, retailing, and other industries considered new customers. Cluster C2

TABLE 3. Business action for each cluster

Customer Customer group Action
type
Large manufacturer with The case study company may contact the cus-
a cash payment (Cluster tomer and collect why they are not contin-
A0) uing to purchase any products because most
large businesses require credit term payment,
so Sales and Marketing can prepare the proper
action for the customer.
Microservice in machine The case study company may contact the cus-
maker, SI, machinery/re- tomer and collect why they are not continuing
Lost tailing with cash (Cluster to purchase any products and approach the cus-
customer  (C2) tomer with a unique selling point and benefit
from the product so that Sales and Marketing
can prepare the proper action for the customer.
Microservice in metal- The case study company may contact the cus-
working/electrical & elec- tomer and collect why they are not continuing
tronic/retailing with cash to purchase any products and approach the cus-
(Cluster Al) tomer with a unique selling point and benefit
from the product so that Sales and Marketing
can prepare the proper action for the customer.
N Large manufacturer with Dig deeper and find a new opportunity for
ew . . .
customer credit term (Cluster A5) cross-selling. Offer new products and innova-
tions related to their industry.
Small service with credit Offer a free inspection package to customers, as
term (Cluster A3) this cluster contains the port industry.
Micro manufacturer with Dig deeper and find a new opportunity for
a cash payment (Cluster cross-selling.
A4)
Microservice with cash Offer designing support to the customer. Offer
payment (Cluster A2) new products and innovations related to their
industry.
Medium  manufacturer The case study company may follow up and
’ with credit term (Cluster keep in contact with the customer to maintain
ovalty 5 lationships. Th d i
customer ) customer relationships. e case study compa

ny may set up seminar sessions about innova-
tions to keep them updated.
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is a microservice company in machine maker, retailing, and other industries considered
lost customers. Cluster A6 is a medium manufacturer in rubber and plastic, glass and
ceramic, and machine maker industry that has been considered loyal customers.

4.4. Business action. The result from clustering showed three types of customers: loy-
alty customers, lost customers, and new customers. These three customer types need to
act differently from the case study company, as shown in Table 3.

5. Conclusions. Since the Thai government announced the 20-year Thai industrial de-
velopment strategy (2017-2036), it proposed upgrading the Thai industry from Industrial
3.0 to Industrial 4.0 to increase production efficiency in the factory. So, electrical and
mechanical parts manufacturers have become more competitive in the market because
every brand focuses on creating new customers and maintaining existing customers. Re-
ferring to the sales report in 2019, the number of customers who have bought products
without any repeat purchases and the number of quotations that have not been consid-
ered are increasing dramatically. To solve this problem, the researchers applied k-Means
and DBSCAN clustering algorithms to segmenting purchasing behavior in the case study
company. This paper collected two types of data: customer transactions and customer
characteristics between 2017 and 2020. The result from the combination of k-Means and
DBSCAN can be identified by three types of customers, i.e., loyalty customers, lost cus-
tomers, and new customers. This result also gives a better understanding of the customer
character of each segment. In addition, the Sales and Marketing team in the case study
company can also develop and improve their strategies to handle their customers.

This paper collected customer transactions from a case study company between 2017-
2020 which included the pandemic of the COVID-19 period. So, customer transactions
may differ from the typical situation due to their purchase policy and can affect the
clustering result. This research can evaluate the satisfaction and possibilities of applying
recommended business strategies with the Sales and Marketing team in the case study
company. Alternatively, this research can continue to evaluate the return of investment
(ROI) after implementing recommended business strategies. However, the results are dif-
ferent since this research focuses on the B2B business. So, this paper proposed combining
similar clusters to minimize the number of clusters. In the future, work may not need to
do clustering combinations if another research focuses on other businesses, which has the
same result.
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