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ABSTRACT. The use of applications that are open source makes it easier for users to
get sources because they always develop quickly following scientific developments and are
free to access. However, most open-source software has limitations in terms of writing
programming scripts which are time-consuming and look complicated. Interface devel-
opment is needed so that it is easier for users to implement program code that is made
according to the required application. This paper discusses the preparation of an R-Shiny-
based interface with the application of clustering rivers in Central Java Province based
on water quality. The clustering method used is Hierarchical Agglomerative Clustering.
The resulting interface has made it easier for users with various scientific backgrounds
to operationalize the program code. The resulting interface program has also succeeded in
grouping the objects in question based on well-defined variables.

Keywords: Interface, R-Shiny, Clustering, Hierarchical agglomerative, Water quality,
Open-source

1. Introduction. The development of statistical models equipped with computer-based
programming has been widely applied in various fields. Interface-based applications make
it easier for users to run the computing program. The use of open-source software to build
application interfaces has become a necessity. This is very necessary considering that free
software makes it easier for all parties to take advantage of it. One useful tool is R-Shiny
which is an application based on RStudio. Several kinds of literature related to the use
of the R language for programming statistical models have been carried out, including
in clustering [1], classification [2], machine learning regression [3], and time series [4].
Meanwhile, the use of R-Shiny for interface creation has also begun to be developed as in
[5-7] and has become a positive competitor to the use of another language such as GUI
Matlab [8,9]. In this study, the development of the R-Shiny GUI was applied to clustering
rivers in Central Java, Indonesia based on their water quality. The clustering method
used is Hierarchical Agglomerative Clustering. It is important to develop this research,
considering that the river is one of the sources of water that has an important role in
human life.

Rivers have many functions, both for human life, the natural environment, restoring
water quality, distributing floods, and the main generator of flora and fauna ecosystems
[10]. However, the problem that arises at this time is the quality of river water which is still
not clean due to pollution. The water quality monitoring in Indonesia did not meet the
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requirements for drinking water [11]. Research conducted by Ramadhani et al. [12] who
reviewed the Analysis of Bengawan Solo River Water Quality Pollution Due to Industrial
Waste in Kebakkramat District, Karanganyar Regency stated that the distribution of
water pollution in the Bengawan Solo River showed a fluctuating trend in the degree of
sewage contamination. This makes it difficult to access proper drinking water. Currently,
the State of Indonesia has inequality in access to safe drinking water. Areas in the center of
the capital city will receive more clean water than remote areas. Therefore, it is necessary
to group rivers based on water quality parameters. Several parameters that can be used
to measure water quality are pH, DS, TS, BOD, COD, DO, Fecal Coliform, Sulfide,
Phenol, and Atrazine [13]. Therefore, it is important to develop an R-Shiny application
for clustering rivers based on water quality which is the goal of this research. The major
contribution and significance of this research is the development of a graphical interface
based on the R-Shiny program for clustering rivers in Central Java, Indonesia, according to
their water quality. The developed interface design can make it easier for users to operate
the program, and it is simpler than using the source code directly. In order to make this
writing more structured, the organization of this paper is summarized as follows. Section
2 describes the proposed methodology and Section 3 discusses the main experimental
results. Finally, Section 4 presents the conclusions.

2. Methods. Hierarchical Agglomerative Clustering algorithm is a clustering method
that starts from combining two objects with the closest distance into only one cluster and
then will continue until finally a cluster is formed consisting of all objects. In hierarchical
clustering, the data set is divided into a sequence of nested partitions [14]. The agglom-
erative method has several techniques in calculating the closest distance, namely Single
Linkage, Complete Linkage, Average Linkage, Centroid Method, and Ward’s Method. In
general, the difference between these methods is based on the calculation of the distance.
The Single Linkage method performs grouping based on the closest distance between ob-
jects [15,16], while Complete Linkage performs grouping based on the maximum distance
or complete linkage based on the maximum distance [17,18]. The distance calculation on
the Average Linkage is carried out by calculating the distance between two clusters which
is called the average distance calculated for each cluster [19] while the determination of
the distance between the two clusters formed by the Centroid Method is based on the
proximity of the cluster’s centroid distance [20]. On the other hand, Ward’s Method is
based on the Sum Square Error (SSE) criteria with a measure of homogeneity between
two objects based on the most minimal SSE [21].

The selection of the optimal number of clusters can be done using the Calinski-Harabasz
Pseudo F-Statistic method. Pseudo F-Statistic is one of the commonly used methods to
determine the optimum number of groups by looking at the highest Pseudo F value. The
higher the Pseudo F value, the better the cluster formed [22]. The Pseudo F formula is
written in the following equation:
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where R? is the proportion of the sum of the squares of the distances between the centers
of the group by the number of squares of the sample to the overall average, SST is the
total sum of the squares of the distances to the overall average, SSW is the total sum of
squares of the sample distances to the group mean, n is the sample size, ¢ is the number
of groups, n. is the number of data in the i-th group, p is the number of variables, xfj
is the i-th sample in the j-th group and the k-th variable, z* is the sample mean on the
k-variable, and 9?"? is the sample mean in the j-th group & the k-th variable.

The program code used for clustering is R, which is a statistical programming language
created by Ross Thaka and Robert Gentleman from the Department of Statistics, Univer-
sity of Auckland, New Zealand [23]. It can be used for the analysis and manipulation of
statistical data or statistical modeling and graphs. One application in R that can create
a web-based User Interface menu is R-Shiny. Shiny is an R package that makes it easy
to build interactive web applications (apps) straight from R. Shiny allows users to build
interactive web apps. Shiny is available at RStudio, an add-on to R. RStudio allows the
user to run R in a more user-friendly environment. It is open-source (i.e., free) and avail-
able at http://www.rstudio.com/. Shiny combines the computational power of statistics
in R and its interaction with the modern web.

Components of R-Shiny are divided into two groups, namely User Interface (UI) and
Server (server). User Interface (UI) is a function that defines the web appearance of our
application. Its function contains all inputs and outputs that will be displayed in the
app. The UI contains a control panel to control input in the form of data, variables,
models, depending on the complexity of the module. Data input is done by command on
the function that has been given an identity or id (input$id<-() on the server). After the
data is input, the input data will be processed as needed and the results will be defined
using the command output$ (output id)<-(). Output id is the identity used to call the
processed output to the UI function. The server is a function that defines the analysis
work logic from the server-side of the application. This section is the brain of the program
in charge of performing simulations, analyzing various data according to the user’s choice,
and then sending the results to the output section. Both UI and Server components are
called to run via the ShinyApp (shinyapp) application function.

3. Main Results. In Graphical User Interface (GUI) development, the R-Shiny program
was used. Views in GUI applications are set on the ShinyApp function by using UI (User
Interface) objects. The display structure in the Ul includes placing commands for input
and displaying output using the ui<-fluidPage () command. The fluidPage () function
that defines the basic GUI display window is written with the command ui<-fluidPage
(navbarPage()). In this study, the GUI is designed into five main views or called tab
panels. The first tab is “Input Data” which is designed to be two main sides. The first
is the sidebar (sidebarPanel()), which houses the fileInput() function. This panel is
used for data input purposes. Meanwhile, the second side is the main panel mainPanel (),
where descriptive statistics and distance matrix outputs are displayed.

The second tab is “Assumption Test” which is designed to be a two-part tab panel.
This tab is organized using tabsetPanel () which is the panel tab for representativeness
of the sample and non-multicollinearity. This section is used to check assumptions on the
data used in the study. Sample representativeness assumptions were checked through the
overall MSA. If the overall MSA value is more than 0.5 then the assumption is fulfilled.
The assumption of non-multicollinearity is checked through the VIF value. If the VIF
value is more than 10 then the assumption is violated and we can solve it by using PCA.
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F1cURE 1. GUI for hierarchical clustering of river water quality using R-Shiny
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FIGURE 2. Assumption tests for water quality index using GUI R-Shiny

The third tab is “Assumption Handling” with a display window design that is compiled
using tabsetPanel() and is divided into two-panel tabs, namely the panel tab for the
assumptions of Representativeness of the Sample and Non Multicollinearity. This section
is used to handle assumptions if the assumptions are violated. The assumption of repre-
sentativeness of the sample is handled by adding variables while the non-multicollinearity
assumption is handled using PCA.

The fourth tab is “Optimal Cluster” with the display window divided into two main
sides, namely the side panel and the main panel. The side panel (sidebarPanel())
is the location of the function for selecting the closest distance determination method
(selectInput()), maximum input of the desired number of clusters (textInput()), and
input of the number of main components (textInput()). Meanwhile, the main panel
(mainPanel()) is a place for output in the form of Pseudo F-Statistics. This value can
be obtained by clicking “Run” which functions as actionButton(). This tab section will
display the results of Pseudo F values based on the original variable and Pseudo F values
based on the principal component variables obtained from PCA.
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FIGURE 3. Assumption handling for water quality index using GUI R-Shiny
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FIGURE 4. Optimal cluster based on Pseudo F
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The fifth tab is “Clustering Results” with the display window divided into two main
sides, namely the side panel and the main panel. The side panel (sidebarPanel()) is a
place for selecting the closest distance determination method (selectInput()), input the
optimal number of clusters (textInput()), and input the number of main components
(textInput()). Meanwhile, the main panel (mainPanel()) is used as a place to display
the output of the clustering results, the average indicator variables for each cluster, and
the dendrogram or agglomeration. These results can be obtained by clicking “Clustering”
which functions as actionButton(). This tab section will display the clustering results
based on the original variables and the clustering results based on the main component
variables obtained from PCA.

Hierarchical Agglomerative Clustering with Pseudo F-Statistic
by Departement of Statistics UNDIP Research Team

Hierarchical Agglomerative Clustering Input Data  Assumption Tests  AssumptionHandling ~ Optimal Cluster  Clustering Results

Clustering Results Clustering Results for Principal Components
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27.5 127.8 144.2 245.008 B.11 3.4 14.1
24.3 128.@ 2.5 128.808 8.32 2.8 8.8 5.
38.6 325. 21.5 g17.8080 7.14 46.4 211.6
31.2 49. 20.5 275.00@ 7 2.e 6.8 &

33. 38.7 . 11.8 373.00@ 2.e 8.5 &
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28.5 . 2@8.5 5&3.0908 .84 2.1 12.2 &
26.1 E 5.2 5@7.008 = 2.8 4.9 &
29.8 E I2.@ D44.988 7. 1.8 144 &,
6.8 444, 2.5 829.808 7. 6.6 19.5
4.8 .8 186.2 257.888 2.8

FicURE 5. Clustering results for water quality index using GUI R-Shiny

KMO test is used for assumption test of representativeness of the sample. The sample
has represented the population if the KMO value is > 0.5. From the output results, the
obtained KMO value is equal to 0.56 which is greater than 0.5. It means that the sample
used is representative of the population. Meanwhile, the non-multicollinearity assumption
is met because all variables have a VIF value less than 10. The optimal number of clusters
is determined to choose which method can form the optimal cluster. The purpose of the
optimal cluster is that the cluster that has been formed has high diversity between its
clusters and has high similarity between its cluster members. Determination of the optimal
number of clusters is carried out using the Calinski-Harabasz Pseudo F-Statistic method
where this method will produce an output in the form of a Pseudo F value. The highest

Cluster Dendrogram

10
|

Height

FI1GURE 6. Dendrogram of hierarchical agglomerative clustering for first
period monitoring
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TABLE 1. Pseudo F values

Number of | Pseudo F -

clusters Single [Complete| Average |Centroid | Ward’s
linkage| linkage | linkage | method |method

2 11.731] 11.731 | 11.731 | 11.731 | 16.966

3 12.619| 12.619 | 12.619 | 12.619 | 16.679

4 13.628 | 13.628 | 13.628 | 13.628 | 18.136

5 12.379 | 14.623 | 14.623 | 14.189 | 19.341

6 11772 16.963 | 12.425 | 11.772 | 20.139

7 10.720 | 20.615 | 11.212 | 10.720 | 21.207

8 9.943 | 18771 | 9.943 | 9.943 | 21.296

9 9.155 | 18911 | 10.487 | 9.991 | 21.464

10 8.486 | 19.333 | 9.817 | 9.392 | 21.002

Pseudo F value will be selected as the optimal number of clusters because the higher the
Pseudo F value, the better the cluster formed. Pseudo F values are presented in Table 1.

Based on Table 1, the highest Pseudo F value is 21.464 which is the Pseudo F value in
the Ward’s method with the number of clusters 9. This means that the Ward’s method
with the number of clusters 9 is the optimal number of clusters formed in clustering using
Hierarchical Agglomerative Clustering. After knowing the optimal number of clusters,
the last step in clustering rivers in Central Java Province based on water quality is to
interpret the optimal number of clusters. Based on the determination of the optimal
number of clusters using the Pseudo F value, the optimal number of clusters is 9 clusters
using the Ward’s method. The method gives the result that cluster 1 consists of 24 rivers,
cluster 2 consists of 3 rivers, cluster 3 consists of 28 rivers, cluster 4 consists of 1 river,
cluster 5 consists of 1 river, cluster 6 consists of 12 rivers, cluster 7 consists of 7 rivers,
cluster 8 consists of 16 rivers, and cluster 9 consists of 1 river. Based on the clustering
results, it appears that the Hierarchical Agglomerative Clustering algorithm method has
succeeded in clustering objects of rivers in Central Java Province based on water quality
variables. The interface that has been obtained has also been arranged interactively and
is easy to operate.

4. Conclusions. The R-Shiny-based programming interface for clustering rivers based
on water quality using the Hierarchical Agglomerative Clustering method has been de-
veloped. The developed interface has made it easier for users to operate programs and
process data. Interface development for other models and applications in other fields can
be developed for future research. The use of the features provided by R-Shiny can be
further optimized to produce a better display.
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