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Abstract. Suicide may be a growing public health concern with a worldwide prevalence
of roughly 800,000 deaths per annum. The present process of evaluating suicide risk is
very subjective, which may limit the efficacy and accuracy of prediction efforts. During
this research, authors are going to take advantage of data mining in optimizing suicide
risk prediction in each country occurring, and each generation which has committed sui-
cide in each country. Prediction analytics in big data helps to spot individuals in crisis
to intervene with emotional support, crisis and psych educational resources, and alerts
for emergency help. Data mining and machine learning have additionally been used to
support the clinical management of suicide across medicine and analysis, medication
management, and the activity of medical care delivery. Data mining involves exploring
and analyzing large amounts of knowledge to seek out patterns for giant data. Rapid-
Miner is one of the well-known data mining tools and is used for data mining. With
RapidMiner, authors can compare datasets containing socio-economic information at a
level that is appropriate to the year and country. For analyzing the suicide data, the
methods that can be used such as deep learning, decision tree for modeling the data, and
KNN to classify the data attributes into groups so it is easier to analyze. The authors
use accuracy and Kappa result produced by methods to show how good the data is for
prediction and the prediction number will be produced for further analysis.
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1. Introduction. Big data is driving radical changes in traditional and conventional da-
ta analysis platforms. Current technological developments such as big data technology
have become an important role in helping society, especially suicides which are increas-
ingly occurring [1]. Performing any evaluation and assessment on such voluminous and
complicated data, scaling up the hardware platforms, becomes imminent and choosing
the proper hardware or software program platforms becomes an important decision if the
user’s requirements are to be satisfied in a reasonable amount of time [2]. There are nu-
merous big data platforms available with different characteristics and selecting the proper
platform requires in-depth knowledge about the capabilities of these platforms [3]. The
RapidMiner is one of big data tools that has many advantages, a number of which are that
it is provided freely as an open source software, but it is provided also under a commercial
license suitable for closed-source commercial applications development, experienced free
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community but also a highly professional paid support is also available out there, mature
and growing user and developer community, the value of development with RapidMiner
is comparatively low in comparison with other data mining solutions [4].
In response to the issues of analyzing a very large scale of data, quite a few efficient

methods [5], as well as sampling, data condensation, density-based approaches, grid-based
approaches, divide and conquer, progressive learning, and distributed computing, have
been presented. Of course, these methods are constantly used to improve the performance
of the operators of data analytics process [6]. Big Data Analytics poses other particular
and unique challenges for machine learning and data analysis, including format variation
of the data, the highly distributed input sources, the very fast moving streaming data, the
trustworthiness of the data analysis, the noisy and poor quality data, high dimensionality,
scalability of algorithms, unbalanced input data, unsupervised and un-categorized data,
where the supervised/labelled data is limited, etc. [7]. Nowadays, there are scientific
research and commercial literature [8]. In the area of healthcare industry it traditionally
has generated big quantities of data, driven by record keeping, compliance and regulatory
requirements, and patient care [9]. Suicide is the 17th leading cause of death in the
world and the second leading cause of death among 15-29 years old people. The suicide
rate increases from year to year and a psychological autopsy studies find that up to 90%
of people who died by suicide in Western countries met criteria for a mental disorder
[10]. The use of traditional statistical methods of analyzing suicides rates, which are
limited in analyzing complex data, has failed to predict suicide behaviours above chance
levels. Given these current limitations, the statistically advanced machine learning (ML)
approaches, as a sub-field of artificial intelligence (AI), are being developed with increasing
frequency to improve suicide care [11].
In this paper, authors are going to examine the suicide data from various countries in

the world. The objective is to analyze the suicide rate and the results of this study are
expected to make a positive contribution to the mechanism for preventing suicide and
reducing mortality in a country. Also, the results can be used as a reference for further
research in the field of Big Data Analytics for predicting studies.

2. Methodology. The methodology is used by the authors to analyze, work on, and
solve the problems at hand. The theoretical framework or scientific framework is the
scientific methods that will be applied in conducting research. The research process in
this paper is studying the literature, collecting data, processing data, analyzing data, and
making reports.

Figure 1. Research process

2.1. Research process. Based on Figure 1, it is known that this research starts from:

1) Data retrieval, data collection on suicide rates by year and country to be processed
and analyzed using secondary data from Kaggle website;

2) Data processing, the data that has been taken is then processed by entering the dataset
from Kaggle into the RapidMiner Studio application to take it to the next stage, namely
the data analysis stage;

3) Data analyzing, at this stage the data is analyzed in the RapidMiner Studio application.
First, the data is analyzed using the advanced chart feature to view data in graphical
form based on predefined labels. Second, data analysis is carried out by making a
decision tree to display or modeling the data. The third is analyzing the data by
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making a decision tree classification model and using the applying model operator to
display the prediction and confidence of the data. In the fourth stage, the data is
analyzed by testing the model using the applying model operator. Then the last stage
of data analysis is to filter the data not missing value, cross validation, and its use;

4) Make a report, this stage is carried out after the data has been analyzed. The results
of the analysis are made into a research journal containing abstracts, introduction,
research methods, results and discussions, conclusions, and bibliography based on data
that has been taken, processed, analyzed, discussed, and obtained from the research.

2.2. Method of collecting data. The method of data collection used in this research
is literature study. Literature study is an activity to retrieve information in accordance
with the topic or problem that is the object of research. This piece of information can be
obtained from scientific works, encyclopaedias, the Internet, and other sources that can
support the results of this research. The data is obtained from open datasets, namely
from the Kaggle Internet site which provides data that can be retrieved and processed to
be the result of the analysis of this research as, can be seen in Table 1.

Table 1. Data overview

No. Attribute Description No. Attribute Description

1 Country
The country where the sui-
cide occurs

7
Suicides/100k

pop
Suicide rate per 100,000
population in every country

2 Year The year the suicide occurs 8 Country-year
Combined column between
the country column and the
year column

3 Sex
The gender of the suicide
victim

9 HDI for year
Comparison of life ex-
pectancy per year

4 Age
Age range for suicide vic-
tims

10 GDP for year
National income per year in
a country

5 Suicide no.
Number of people who com-
mit suicide in each country

11 GDP per capita National income per capita

6 Population Population in each country 12 Generation
Generation of residents in a
country

2.3. Data analysis technique. RapidMiner Studio uses predictive data analysis tech-
niques and descriptive data analysis techniques in providing knowledge to each user so
that they can make excellent decisions. Statistical techniques are also used in RapidMiner.
The processing of the data uses descriptive statistics or inferential statistics. Descriptive
statistics are statistics that are used to analyze data by making a description of the data
which has been combined into one as is without the intention of making general conclu-
sions.

Prediction analysis is the process in which outcome will be predicted based on current
data. Predictive analytics indicates a focus on making predictions. The main alternative
to predictive analytics can be called descriptive analytics where this area is often also
called “knowledge discovery in data” or KDD. Decision tree is a one of prediction models
that uses a tree structure or hierarchical structure. Decision tree combines data search
and modelling, so it is a good model as the first step in the modelling process and when
used as the final model of various other techniques. Besides decision tree, authors also
used KNN as classification method in this paper because classification method usually
produces high quality models [12].

3. Analysis and Discussion. As previously discussed in the Research Methods chapter,
in this chapter authors will talk about the implementation of retrieving, processing, and



760 E. D. MADYATMADJA, S. I. JORDAN AND J. F. ANDRY

analyzing the data that has been taken from Kaggle about suicide rates overview from 1985
to 2016 with several data mining techniques found in the RapidMiner Studio application.

3.1. Data retrieval. First of all, before carrying out the data processing, authors need
to retrieve the data authors need. The data which authors use is from Kaggle, where the
following table contains the attributes and description of the data sets that will be used
in this study.

3.2. Data pre-processing. Before authors analyze the data, authors need to pre-process
the data. The data pre-processing technique is a data mining technique which is used to
transform and rearrange the raw data in our dataset into a useful and efficient format.
Data pre-processing technique in the data mining process involves the remodelling and
turns the raw data into a visible, useful, and efficient format. Real-world data is usually
incomplete, inconsistent, lacking inbound behaviours or trends, and is probably going to
contain several errors. Data pre-processing is an established methodology for breakdown
of such issues.
There is a missing value in attribute HDI for year with a total of 19456 missing. Miss-

ing data, or missing values, occur when no data value is held or stored on the variable
in an observation. Missing data are a typical prevalence and might have a major impact
on the conclusions that may be drawn from the data. In order to get rid of the missing
value, authors need to filter out those missing value data. First, the authors filter out the
missing value by using the Replace Missing Value operator where this operator replaces
missing values in dataset of selected attributes by a specified replacement which authors
replaced those missing values with the average value of the attribute. The Reorder At-
tributes operator is used to reorder regular attributes of a dataset. Reordering can be
done alphabetically, by user specification or with a reference dataset. Select Attribute
operator is used to select a subset of attributes of a dataset. Last is Normalize operator to
normalize the value of the selected attributes. Authors replace the HDI for year attribute
missing value with the average value of the attribute. After there is no more any missing
value in the dataset, authors can analyze the data and make a more accurate conclusion
from the dataset.

3.3. Data analyzing. Data analyzing is outlined as a method of cleaning, transforming,
and modelling data to get helpful data for business decision-making.
One of the methods authors are using in predicting the outcome is using deep learn-

ing method. Deep learning relies on a multi-layer feed-forward artificial neural network
that is trained with random gradient descent using back-propagation. From Figure 2, the
deep learning model that has been created by RapidMiner shows that the model metrics
type used was multinomial distribution where the multinomial distribution is a type of
distribution probability to calculate the outcomes of experiments involving two or a lot of
variables. With the deep learning method, authors test and train the data authors used
and get the result in accuracy and Kappa. Therefore, authors know how accurate our
data is by knowing the accuracy percentage. As for the Kappa performance it is statisti-
cally used to calculate and measure the inter-rater reliability for qualitative (categorical)
items and the statistical analysis is based on the suitability of interpretation or degree of
agreement.
The authors used the deep learning operators in RapidMiner and set the epochs to

200, which means we train the deep learning model 200 times. Also, we set 4 hidden
layers with each layer size as 50. Therefore, we can get the accuracy performance of the
data processed by deep learning which is 64.69%. It means that the dataset that has
been processed by the deep learning is neither bad nor good and on average. The Kappa
performance for the deep learning model has the result 0.643. The Kappa performance
here is quite good and shows that authors could get on a more accurate performance
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Figure 2. Deep learning model

Figure 3. Decision tree

evaluation. Besides deep learning method, decision tree also been used to build the data
predict model of the dataset. Decision tree is a structured branching flowchart. Each
branch represents a test performed on an attribute. The branches represent the results
of the tests and the leaves represent the class labels. There are four steps in the decision
tree making process in the decision tree algorithm, namely

a) Select attributes as root/root;
b) Create a branch for each value;
c) Divide each case into a branch;
d) Iterate the process in each branch so that all cases in the branch have the same class.
Figure 3 shows a decision tree generated from the Kaggle data and has many branches

and leaves which are divided into several classes so that decisions can be made. Based
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on the decision tree image, the root is owned by the suicide no (suicide number), while
the branches are owned by gdp per capita, age, and HDI for year then the leaves are
owned by the country. The decision tree above is a support tool that produces a tree-like
model of decisions and their potential consequences, where the model of decision and
potential consequences together combine with occurrence outcomes, resource costs, and
utility. Model of decision making is an interactive computer information system that can
give alternate solution for the decision makers [13]. From the decision tree, authors can
get the decision tree rules for prediction purposes. From the decision tree model, authors
will know the decision tree rules produced by the model. The rules were made by the
decision tree model of the dataset. The decision tree is linearized into decision rules,
where the result is the contents of the leaf node, and therefore the conditions on the path
form conjunction within the if clause. In general, the principles of the decision tree rules
have the form of: if condition1 and condition2 and condition3 then the outcome. Decision
tree rules are usually generated by constructing association rules with the target variable
on the right where they will also denote temporal or causal relations.
KNN or K-Nearest Neighbours is one of the supervised learning algorithms that is

widely used for classification problems in machine learning. In KNN method, authors
classified the attribute of generation. Authors set the K to 5 for the nearest model
of classification. We classified this attribute so we can get a more accurate predictive
outcome. KNN works by finding the distances between a query and all of the examples
within the data, choosing the desired number of examples (K) closest to the query, then
votes for the foremost frequent label (in the case of classification) or averages the labels
(in the case of regression).
In the case of classification authors are facing, authors have a tendency to try to select

the correct K for our data which is completed by trying several Ks and choosing the one
that works best where authors choose K equal to 5 and it works very fine and best with
our dataset.
Table 2 shows that the accuracy of the KNN method is 100% with the micro average

as 100% which means the accuracy performance of the method is incredibly good. The
prediction of each generation reaches 100%, also the class precision of each generation
reaches 100%; therefore, this method could predict effectively, accurately and very rec-
ommended using this method to get a very reliable output prediction. As for the Kappa
performance, it has the same result as the accuracy performance, which is 1 meaning that
the data is reliable and has a very good level of agreement. The generation attribute is
very reliable to the country; therefore, the Kappa value is 1. By combining the attribute
country and generation, authors can predict which country and generation are most likely
to have suicide in their country in the future. Each generation column value represents
the total data sample of each generation in the dataset which if it is combined together
the total sample is 27820. With the result of the KNN method, it means the attribute

Table 2. KNN accuracy performance

True

Gen X

True

Silent

True

G.I. Gen

True

Boomers

True

Millennials

True

Gen Z

Class

precision

Pred. Gen X 6408 0 0 0 0 0 100%

Pred. Silent 0 6364 0 0 0 0 100%

Pred. G.I. Gen 0 0 2744 0 0 0 100%

Pred. Boomers 0 0 0 4990 0 0 100%

Pred. Millennials 0 0 0 0 5844 0 100%

Pred. Gen Z 0 0 0 0 0 1470 100%

Class recall 100% 100% 100% 100% 100% 100% 100%
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of generation can be predicted accurately where the class precision reaching 100% means
there are hardly any false or wrong predictions that will happen in the future.

4. Conclusions. Big Data Analytics can be used or potentially to gain insight and make
informed decisions. Authors have a way of knowing how much accuracy in predicting
suicide will be improved by applying analytical features and enhancements. Based on
the analysis and discussion results in the previous section, there is a missing data in the
dataset which is typical prevalence and may have a major impact on the conclusions
that may be drawn from the data. Authors filter the missing values using the Replace
Missing Value operator where this operator replaces the missing values with the mean
of the attributes. The accuracy of the data obtained is 64.69%, which means that the
dataset that has been processed by deep learning is not bad or good and on average.
Meanwhile, the Kappa performance of deep learning method is 0.643 which is fairly good
and shows that authors can get a more accurate performance evaluation. In addition to
deep learning methods, decision trees are also used to build predictive models for data
from these datasets. From the decision tree, authors know the decision rules that are
usually created by creating association rules with the target variable on the right where
the rule will also show a temporal or causal relationship. Finally, authors also use KNN or
K-Nearest Neighbours which are supervised learning algorithms so that authors can get
more accurate prediction results. Authors also get 100% accuracy of the KNN method
with an average of 100% micro, which means that the accuracy of the method is incredibly
good and has a perfect performance. The prediction of each generation reaches 100%, and
the class precision of each generation reaches 100%; therefore, this method can predict
effectively, accurately and it is highly recommended to use these methods to get a reliable
prediction result.
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