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Abstract. In recent years, much attention has been paid to tissue engineering for bone
regeneration. In current orthopedic treatments, artificial bone substitutes composed of
bioactive ceramics are sometimes used instead of autografts and allografts to obtain bone
tissue ingrowth in damaged regions. In this study, the fracture mechanism of nonab-
sorbable porous hydroxyapatite was assessed using 3D finite element analysis (FEA). 3D
finite element (FE) models were constructed using µ-CT images of porous hydroxyapatite.
Computational analysis was conducted under compressive loading. The elements of both
tensile and compressive fracture increased as the value of the compressive load increased.
This study showed the potential for applying the computational method to evaluating the
time-dependent fracture process of porous bioceramics.
Keywords: 3D-CT FEM, Artificial bone substitute, Bioactive ceramics, Fracture anal-
ysis

1. Introduction. The spontaneous recovery of bone tissue after large-scale damage cau-
sed by an osteoma or periprosthetic bone resorption around an artificial joint is very
difficult. To ensure bone tissue regeneration, a therapeutic intervention that aids the
healing process is needed. In recent years, the application of porous artificial bone with
high bone affinity and osteoconductivity has been investigated [1-3] and has progressed to
clinical application [4-6]. Bioceramics are often used as porous artificial bones; however,
the injury and fracture behavior of artificial bones with porous structures are difficult to
investigate in detail due to their structural complexity.

On the contrary, with the recent developments in computational mechanics, it has be-
come possible to construct a detailed 3D FE model using CT images [7-9]. Hence, it is
expected that a more detailed understanding of the mechanical behavior can be obtained
by performing µ-CT-based numerical analysis in addition to µ-CT-based structural as-
sessment, which is one of the methods currently being used for material evaluation in
in vivo experiments. Recent studies have been conducted using numerical analysis of the
scaffold µ-CT images [10,11] and comparing its results with the experimental results [12-
15]. Hence, the incorporation of fracture criteria into numerical analysis is expected to
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facilitate detailed studies on the injury/fracture mechanisms of porous artificial bone,
which is usually difficult in an experimental setting.
This study was aimed at clarifying the fracture behavior of porous artificial bone by

creating a numerical model of HA artificial bone. This model reproduces a continuous
porous structure using µ-CT images, which enables to perform numerical analysis using
the finite element method (FEM) together with a fracture model.

2. Materials and Methods.

2.1. Materials. The porous HA artificial bone, NEOBONE R©, was used for the numer-
ical analysis. It has an average pore diameter of 150 µm and an interconnected structure
suitable for tissue invasion. Figure 1(A) shows an SEM image of this artificial bone.

2.2. Experimental procedure. To determine the compressive strength, we conducted
a compression test on the NEOBONE R© specimens at a displacement speed of 1 mm/min
using a small-size material testing device and then recorded the load-displacement rela-
tionship [3]. The obtained load and displacement values were converted into stress and
strain values, respectively. After creating the stress-strain diagrams, the maximum load
value in the initial linear elastic region was defined as the compressive strength value.
Figure 1(B) shows the stress-strain curve of the NEOBONE R©. The stress increased lin-
early from the start of the compression test and became nonlinear around the strain value
of 0.04. The stress decreased after reaching the maximum stress value. This stress-strain
curve showed that the compressive strength was 16.2 MPa. Because the length of one
of the sides of the NEOBONE R© was 10 mm whereas that of the analytical model was
0.5 mm, we corrected the size and set the load of the analytical model to 4.05 N for the
analysis.

Figure 1. The experimental results of NEOBONE R©. (A) is SEM image,
and (B) is compressive stress-strain curve, respectively.

2.3. Modeling and analysis. We created a cube-shaped model with 0.5 mm sides using
the µ-CT images of artificial bones. We used Mechanical Finder, a biological structure
analysis software, for modeling and analysis. The slice interval of µ-CT was 0.01 mm.
Figures 2(A) and 2(B) show the solid and mesh diagrams of the artificial bone model.
The FEA reproduced the fracture behavior of the NEOBONE R©. We used the maxi-

mum principal stress as a criterion for tensile failure and the minimum principal strain as
a criterion for compressive failure. The stiffness of the maximum principal stress method
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Figure 2. Computational modeling design. (A) is 3D solid model, (B) is
3D mesh model, and (C) is boundary condition, respectively.

was set to zero when the maximum principal stress value reached the tensile failure ref-
erence value in a certain element, and it was assumed that the fractures occurred in a
direction perpendicular to the direction of the maximum principal stress. Contrarily, the
stiffness matrix element was set to zero, assuming that the element is fractured when
the minimum principal strain value reached the compressive failure reference value. A
compression test was performed in the boundary conditions for the analysis by fixing the
upper part in the y and z directions and applying a distributed load of 4.05 N from the
lower part to the lead vertical direction (+z direction) (Figure 2(C)). The Young’s mod-
ulus of the model was set uniformly to 1077 MPa and the Poisson’s ratio was set to 0.4.
The Young’s modulus of this model is the maximum value in the model considering the
Young’s modulus distribution. An analysis was performed without considering the frac-
ture, and from the obtained results, the average maximum principal stress and average
minimum principal strain were obtained. These values were used as a reference value for
the tensile and compressive failure, respectively.

3. Main Results. The maximum principal stress and minimum principal strain distri-
butions obtained from the compression analysis are shown in Figures 3 and 4, respectively.
The maximum principal stress is a tensile stress, whose concentration was confirmed near
the bone pores. The principal stresses were confirmed to be distributed more broadly
inside the sample from the central cross-section. On the contrary, the minimum principal
strain is a compressive strain, wherein the strain concentration was confirmed to occur at
a relatively narrow skeleton area from the central cross-section. From the above results,
we calculated the mean values of the maximum principal stress and minimum principal
strain in the model and found them to be 8.7 MPa and −0.042, respectively. Furthermore,
the fracture analysis was attempted by setting these as the critical values for tensile and
compressive failure, respectively.

Figures 5 and 6 show the results of the fracture analysis, including the distributions for
each load value of the maximum principal stress and minimum principal strain, respec-
tively. The number of stress concentration locations increased as the load value increased.
Furthermore, at 2 N, the regions of tensile fracture shown in red were expanded in the
central cross-section. The minimum principal strain also experienced similar expansion in
the concentration regions as the load value increased. The models indicating the tensile
and compressive fracture elements are shown in Figures 7 and 8, respectively. Addi-
tionally, the number of tensile and compressive fracture elements at each load value are
summarized in Table 1. The tensile fracture, but not the compressive fracture, occurred
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Figure 3. (color online) Distribution of maximum principal stress

Figure 4. (color online) Distribution of minimum principal stress

Figure 5. (color online) Distribution of maximum principal stress under
fracture analysis. (A) is 1 N, and (B) is 2 N, respectively.

at 1 N. In addition to the occurrence of a compressive fracture, the number of tensile and
compressive fracture elements increased about ten times at 2 N than at 1 N.

4. Discussion. In this analysis, we performed compression tests on actual samples and
set load conditions based on the compression strength. It is preferable to conduct the nu-
merical analysis under the same conditions as those used in the experimental analysis to
reproduce the changes in the mechanical behavior that cannot be obtained in detail using
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Figure 6. (color online) Distribution of minimum principal stress under
fracture analysis. (A) is 1 N, and (B) is 2 N, respectively.

Figure 7. (color online) Distribution of elements of tensile fracture. (A)
is 1 N, and (B) is 2 N, respectively.

Figure 8. (color online) Distribution of elements of compressive failure.
(A) is 1 N, and (B) is 2 N, respectively.

Table 1. Element numbers of tensile fracture and compressive failure

Load Tensile fracture Compressive failure
1 N 19803 0
2 N 117113 47009

the experimental results. First, we discuss the results of the analysis without considering
fracture. The maximum principal stress distribution was broadly concentrated near the
pores, whereas the minimum principal strain distribution was mainly concentrated in the
narrow skeletal areas. Considering this, although the compressive strains occur at the
narrow part of the skeleton, it can be assumed that the surrounding area is subjected
to the tensile forces. Comparing the distributions between the maximum principal stress
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and minimum principal strain across the central cross-section, the principal stress con-
centration is confirmed to occur around the strain concentration in the narrow part of the
skeleton.
For the fracture analysis, the maximum load value was set to 4.05 N; however, the

analysis ended at 2 N. We assumed that the element’s destruction occurred throughout
the model and the element was no longer able to support the load. As for the maximum
principal stress distribution, the number of stress concentration locations increased as
the load values increased. Similarly, the minimum principal strain also expanded in the
concentration region as the load value increased. In particular, it was suggested that
the progression of compressive fracture occurs in the same location because the strain
concentration post-compression occurred in the narrow part of the skeleton. In addition,
considering the number of fracture elements, it is thought that the compressive failure
may have occurred as the tensile failure progressed. This may have occurred because the
number of compressive fracture elements was zero at a load value of 1 N, but increased
at 2 N, and the number of tensile fracture elements was confirmed at 1 N. However, the
boundary conditions require a more detailed examination to reproduce the actual fracture
behavior because the analysis itself was completed at a load value of 2 N. Furthermore, in
this analysis, only one part of the µ-CT image was extracted and modeled, suggesting that
the fracture behavior can be reproduced in more detail by conducting a similar analysis
with multiple models extracted from multiple locations.

5. Conclusions. In this analysis, we performed compression tests on actual samples
and set load conditions based on the result of compression test. It was concluded that
the detailed fracture behavior of NEOBONE R© could be reproduced using a nonlinear
FEA method by introducing models of maximum principal stress-based tensile fracture
and minimum principal strain-based compressive fracture. In the future, the result of
this study should be compared with experimental data in vivo to assess the relationship
between mechanical property and material fracture behavior.
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