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Abstract. Most research on pest prediction used climate data as time-series historical
data that could directly be used to predict the presence or occurrence of pest. However,
the climate variable had a strong seasonality component in nature, which had similar
characteristics in terms of its long range data as well as complex structures that require
a more proper approach in its utilization. This research proposes a different approach.
It uses climate data to predict pest attack by considering the possibility of anomaly in
the data first. The initial step is detecting the climate anomaly, and then the anomaly
data are used to predict the pest attack. The method used in this research is Deep-Long
Short-Term Memory (LSTM), which has a strength in analyzing the time-series data
and storing long-term memory. The results of the research show that the use of climate
anomaly data for predicting the pest attack produced higher accuracy values. The testing
accuracy values produced from the proposed model were 0.0698 for Mean Square Error
(MSE) and 0.2606 for the Root Mean Square Error (RMSE). These results are the best
performance compared to other models and settings in this study.
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1. Introduction. Pest attack is one of major factors that causes crop failures in Indone-
sia, besides drought and natural disasters [1]. During the harvesting period of 2017/2018
for instance, approximately 63,000 ha of rice fields or almost 0.5% of the total farm lands
in Indonesia were attacked by pests and experienced drought. From 63,075 ha of the fields
attacked by pests, 20,152 ha experienced crop failures [2]. According to Food and Agri-
culture Organization (FAO), the pest attack causes the reduction of farming productivity
until 40% every year [3].

Paddy is one of national staple plants that is vulnerable to pest attack. Although the
size of the affected areas is decreasing from year to year, it is still relatively wide. Rice
pest attacks always occur from year to year, where the total reach approximately 400,000,
ha per year [4]. Due to the key role of paddy as a commodity, pest control for this plant
is one of the most important priorities for the Indonesian Government, particularly the
Agriculture Department, in order to attain food self-sufficiency. One of paddy main pests
is the white rice stemborer (scirpophaga innotata). Table 1 below shows the attacked
area of paddy field. It can be seen that based on the attacked area in 2019, white rice
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Table 1. The area coverage of major pests of paddy plants from 2017-2019

Pest 2017 2018 2019
White rice stemborer 87,197 47,747 46,233
Brown plant hopper 36,696 22,658 16,795

Rats 74,274 41,484 43,797
Blast 80,172 17,949 16,456

Bacterial leaf blight 48,412 18,798 17,660

stemborer was on the first rank, which attacked 46,233 ha of paddy fields. In the next
positions were rats, bacterial leaf blight, brown plant hopper, and blasts [4].
Paddy pest attacks are highly influenced by climate factors. Temperature, rainfall, hu-

midity, and photoperiodicity have direct impacts on insects’ life cycles, span of life, and
diapause ability. Rain that falls in the dry season, unsynchronized planting time, and
unstable weather conditions can also stimulate pest attacks. Some occurrences show that
El-Nino and La-Nina can stimulate the growth of pests such as rice stemborer species and
brown plant hopper (Nilaparvata lugens Stal.) in West Java and Central Java, grasshop-
pers in Lampung, and tungro in Central Java, NTB, and South Sulawesi. Wet-dry season
phenomenon also caused brown plant hopper (Nilaparvata lugens Stal.) attack to 50,000
ha of rice fields in Indonesia in 2017, in which 80% of the affected fields were located in
Java Island [5].
Based on the aforementioned reasons, this research will develop a prediction model of

paddy plants pest attacks by using climate data as the predicting factor. Some research
has been done previously. Some methods have been developed for crop pest attacks
prediction using climate factor, e.g., simple linear regression and multiple linear regression
[6], Bayesian network [7], neural network [8], recurrent neural network [9], and long short
term memory [10,11]. Most of the research used climate data as time-series historical
data that could directly be used as a variable to predict. Meanwhile, the climate variable
has a strong seasonality component, which had similar characteristics for longer data and
complex structures so that a proper approach is needed [12,13].
Therefore, this research proposes a different approach by using the climate data to

predict pest attacks by considering anomaly occurrences in the data. The anomaly oc-
currences should be taken into account since they have strong influence to other events
around them [13]. To give anomaly label in the climate data and predict the pest attacks,
a Long Short-Term Memory (LSTM) deep learning method is used. This method is cho-
sen because it has the ability to store long-term memory, analyze the time-series data,
and has been proven to work effectively in some prediction research [10,11,13].
The results of this study indicate that the use of climate anomaly data as one of the

additional features to predict pest attacks can improve the accuracy of the model. The
results of this study contributes to the development of feature selection techniques, which
are an important factor in improving the performance of prediction models. The rest of
the paper is organized as follows. The first section is the introduction and background of
the research. The second section is the research method. The third section is the results
and discussion, and the last section is the conclusion and future work.

2. Methodology.

2.1. Proposed method. This research proposes a model for predicting rice pest attacks
by considering the possibility of anomaly in the data. The proposed model can be seen
in Figure 1. The dataset used in this study included climate data and pest attacks. The
climate data included temperature, humidity, and rainfall within 15 year period, from
2002 to 2017. The climate data were obtained from the Weather Observation Station of
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Figure 1. Proposed model: Pest prediction model using climate anomaly data

Indonesian Air Force in Adi Sumarmo Solo. Meanwhile, the pest attack data used in this
study were data of rice stemborer species’ attacks taken from pest population movement
monitoring in Boyolali Regency.

The research activity started with data preparation. Data preparation activities were
handling missing values and normalizing data. The missing data were replaced by using a
median method, which was finding the median value and replacing all the missing values
with the median value. The next step was detecting the climate anomaly, and then the
anomaly data were used to predict the pest attack using LSTM model. The anomaly
detection would give labels on the climate data, whether or not they have anomaly. After
that, the labeled climate data would be used to predict pest attacks.

To measure the performance of the prediction model, Mean Square Error (MSE) and
Root Mean Square Error (RMSE) were used. MSE was used to measure the consistency
of the model with square differences between actual data and predicted data (Equation
(1)).

MSE =
1

n

n∑
i=1

(Xobs,i −Xpred,i)
2, (1)

where n is number of data, Xobs is observed values and Xpred is the predicted values.
RMSE was used to measure the accuracy level of the model’s prediction results. The

value of the errors generated by the prediction model could be seen from the RMSE value
(Equation (2)).

RMSE =

√∑n
i=1(Xobs,i −Xpred,i)2

n
, (2)

where n is number of data, Xobs is observed values and Xpred is the predicted values. The
smaller the MSE and RMSE values are, the smaller the distance between predictions and
reality is. This means that prediction performance is also getting better.

2.2. LSTM model. The architecture of LSTM model is portrayed in Figure 2, where
an LSTM network has three gates, called input gate, forget gate, and output gate [11,14].
Forget gate will determine the information that should be thrown away from a cell state,
to diminish dependency on long-term memory.

The first equation is the formula for the forget gate (f).

f⃗t = σ
(
x⃗tWxf + h⃗t−1Whf + c⃗t−1Wcf + b⃗f

)
, (3)

where x is the input units, t is discrete time (t = 1, 2, . . . , n), σ is the logistic sigmoid
activation function, W is the weights, c is memory cell units, h is the hidden units and b
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Figure 2. LSTM architecture [14]

is the bias. The new information that will be stored in the cell state will be determined
by the input gate (i) with the formula as shown in the equation below.

i⃗t = σ
(
x⃗tWxi + h⃗t−1Whi + c⃗t−1Wci + b⃗i

)
. (4)

Further, cell units (c) will be upgraded to become new cell states with the formula
shown in equation below.

c⃗t = f⃗t ◦ c⃗t−1 + i⃗t ◦ tanh
(
x⃗tWxc + h⃗t−1Whc + b⃗c

)
, (5)

where (◦) denotes an element-wise multiplication.
The parts of the produced cell states will be decided by the output gate. Below is the

equation of the output gate (o).

o⃗t = σ
(
x⃗tWxo + h⃗t−1Who + c⃗tWco + b⃗o

)
. (6)

The output value of the cell, which is the hidden activation is derived from the calcu-
lation of two terms, shown as follows:

h⃗t = o⃗t ◦ tanh (c⃗t) . (7)

Therefore, LSTM has similar working principles, where the size output of LSTM is the
length of sequential data times the number of declared hidden neuron.

3. Result and Discussion.

3.1. Climate anomaly detection. Climate anomaly was detected by first developing
a Deep-LSTM method, a stack of several LSTM layers as a deep learning model, that
has been proven to improve the accuracy of the model in previous research [15-17]. Deep
LSTM was then used to extract hierarchical patterns in time series data through a training
process. The extracted pattern was used to detect anomaly. The deviant data, which were
different from the general pattern, would then be marked or labeled as anomaly data. The
trained LSTM model was used to find anomaly data from each climate attribute. In the
initial phase, the anomaly detection was used in the temperature attribute.
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Anomaly in the time series data was detected by measuring the Root Mean Square
Deviation (RMSD) value, which compared prediction data and actual observation data.
Data anomaly happened when the deviation value was high. In other words, there was a
high deviation between the prediction data and the observation data. Many works show
that RMSD was often used in adaptive thresholding model to detect anomaly in time
series data [18]. In this research, the data were considered as anomaly if the RMSD value
was more than 2.

Figure 3 shows the values that are considered as anomaly data. The anomaly dots
or points happened if there were high deviations between the data generalization of the
model and the actual observation data or the RMSE value was more than 2 as adaptive
threshold. After the above model was gained, the next step was labeling every dot whether
or not it was anomaly.

Figure 3. RMSD graph for the model

3.2. Pest prediction model using climate anomaly data. Pest prediction model
proposed in this study was designed by considering data anomaly occurrences in the
climate data to be used as a pest attack prediction variable. Thus, the data used as an
input in this model were the number of weather anomaly occurrences during the 2-week
periods, which was obtained from anomaly detection process in the previous phase. In
this experiment, the anomaly data used were the number of anomalies in the temperature
data. The temperature data were chosen because the data had a stable movement without
high fluctuation, compared to other weather data.

The next phase was to define and fit the data to the LSTM model. The LSTM model
used in this study had 50 neurons in the first hidden layer and 1 neuron in the output
layer to predict future pest attacks. After several trials, the best model could be attained
that had the condition of 50 training periods (epoch) with the batch value of 72. In this
LSTM model, densely connected layer was added to reduce a network complexity and
increase the accuracy. Mean Absolute Error (MAE) loss function was also applied. Adam
version optimizer was used to reduce stochastic gradient. The training process produced
a loss graphic as shown in Figure 4.

To measure the performance of the proposed model, a comparison was made with other
models. Thus, there are two models compared. The first model was pest attack prediction
by using climate data which have anomaly labels, as was done in previous experiments
in this study. The second model was a direct prediction of pest attack by using climate
data without anomaly labeling. To improve the prediction performance, the epoch value
of each model was adjusted. Several studies have shown that choosing the right epoch
value can improve the performance of the model.
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Figure 4. Model loss of the proposed model

The summary of this experiment is presented in Table 2. From the table, it can be seen
that from several experiments conducted, model 1 has a smaller MSE and RMSE values
compared to model 2. This means that pest prediction models using climate anomaly
data have better performance compared to pest prediction models using climate data
without anomaly labeling. It can be argued that by using the climate anomaly data, we
can increase the accuracy of the prediction of pest attacks. The conclusion aligns with
some previous studies, that we should pay more attention to climate anomaly since it has
a strong influence toward various other occurrences [12,13,19].

Table 2. Experiment result resume

Model Epoch
Training Testing

Result
MSE RMSE MSE RMSE

1st model 10 0.0971 0.3125 0.0740 0.2722
50 0.0926 0.3044 0.0698 0.2643
100 0.0909 0.3015 0.0698 0.2606 Best performance

2nd model 10 0.0977 0.3116 0.0773 0.2780
50 0.0934 0.3056 0.0742 0.2724
100 0.0924 0.3041 0.0717 0.2679

After several experiments, it turns out that the best performance was obtained by the
proposed model with 100 epochs. The accuracy values produced from the training process
of the model were 0.0909 for MSE and 0.3015 for RMSE. The accuracy values produced
from the testing process were 0.0698 for MSE and 0.2606 for the RMSE. These results
are the best performance compared to other models and settings.

4. Conclusions. As an agricultural country, Indonesia should pay attention to climate
anomaly occurrences and pest attacks since they have big influences toward its agricultur-
al productivity. This study recommends a prediction model of pest attacks by considering
climate anomaly as the input variable. Focusing on anomaly occurrences is important as
the climate variable has a strong seasonality component in nature, which has similar char-
acteristics for longer data and also a complex structure. The anomaly occurrences should
also be considered since they have a strong influence toward some other phenomena. The
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anomaly detection was done by using Deep-LSTM method and the pest attack predic-
tion model was built by considering weather anomaly data that have been detected. The
results show that pest prediction models using climate anomaly data have better perfor-
mance compared to pest prediction models using climate data without anomaly labeling.
Further studies can be done by implementing various methods to observe the effectivi-
ty of climate anomaly data in developing the pest attacks prediction model. Moreover,
additional data set is needed to improve the model performance.
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