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ABSTRACT. The death rate caused by diabetes mellitus can be reduced if there is an
accurate diagnosis early on. Previous research in predicting diabetes mellitus with an
accuracy level has been carried out but has resulted in little accuracy on the Decision
Tree C4.5 algorithm and the K-Nearest Neighbor (KNN) algorithm. For this reason, it
18 necessary to increase accuracy in order to produce accurate information. The purpose
of this study was to improve the accuracy of the Decision Tree C4.5 and K-Nearest
Neighbor (KNN) classification algorithms using the Pima Indian Diabetes Dataset data
by applying the discretization technique and the ensemble method, namely Adaboost and
to handle numerical attributes. The results of this study with a single algorithm resulted
in an accuracy of 76.31% for the Decision Tree and 73.21% for the KNN. The Decision
Tree used discretization and Adaboost techniques of 83.67% and KNN using discretization
and Adaboost techniques of 83.18%. The results showed an increase in classification
algorithms using discretization and Adaboost techniques.
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1. Introduction. Diabetes mellitus is a disease that can cause complications and even
death. Diabetes mellitus is a disease with an increased prevalence rate of diagnosis from
2013-2018 based on the results of the 2018 Basic Health Research (Rikesdas). For this rea-
son, early treatment is needed to prevent complications and premature death by making
an early diagnosis of diabetes mellitus. Research on diabetes mellitus diagnosis has been
carried out using various algorithms, including Naive Bayes, Decision Tree, K-Nearest
Neighbor (KNN), K-means, Support Vector Machine (SVM), and others, using the Pima
Indian Diabetes Dataset. However, the results of previous research indicate that the level
of accuracy of the Decision Tree and KNN has a low level of accuracy with an insignificant
difference. Therefore, it is necessary to handle datasets that have continuous attributes
using the discrete technique. Discritization technique is one of the most basic data reduc-
tion techniques, which focuses on transferring continuous or numeric attributes to discrete
or nominal attributes with finite numbers at intervals [1]. The assessment of previous re-
search has been carried out using discretization. Tigga and Garg’s research in 2020 used
the KNN algorithm with 70.8% accuracy, and a Decision Tree of 69.7% [2]. However, the
resulting level of accuracy does not increase significantly, so it is necessary to increase the
accuracy to provide the best decision results. Adaptive Boosting stands for Adaboost,
which is an ensemble algorithm with the advantage of focusing on misclassified tuples and
a higher level of accuracy. Previous research on discretization and Adaboost techniques
had been applied independently which resulted in an increase in accuracy; therefore, this
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research was conducted by combining discretization and Adaboost techniques to produce
better accuracy. Discretization technique to handle the Pima Indian Diabetes Dataset
which is a dataset with numerical attributes and the Adaboost method is used to improve
the accuracy of the classification algorithm in predicting diabetes mellitus. The classifica-
tion algorithm has weaknesses, one of which is overfitting which can cause misclassification
because of noisy data and can produce a low level of accuracy, so it is necessary to increase
the accuracy of the classification algorithm. This study uses discretization techniques and
ensemble methods, namely Adaboost with the Pima Indian Diabetes Dataset which aims
to increase the level of accuracy in predicting diabetes mellitus. Research begins with
the introduction, including problem identification, second, the literature review section is
a brief description of the research, the third part is the methodology that describes the
methods used in the study, the fourth part is the results and discussion containing the
results of research and comparisons of other studies and finally, the fifth part concludes
the paper.

2. Literature Review. Research on the diagnosis of diabetes mellitus has been carried
out using various algorithms, one of which was developed by Wu et al. to make a prediction
model of the K-Means algorithm and logistic regression for high accuracy and adapt to
several datasets on diabetes mellitus analysis [3]. Deepti and Sisodia designed a diabetes
patient likelihood model with maximum accuracy, using the Decision Tree, SVM and
Naive Bayes [4]. Tigga and Garg predicted the risk value of type 2 diabetes using Logistic
Regression, KNN, SVM, Naive Bayes Classification, Decision Tree and Random Forest [2].
Vigneswari et al. compared the decision method in Machine Learning, and the methods
used were Random Forest, C4.5, Random Tree, REPTree, and Logistic Model Tree [5].
Hebbar et al. developed a DRAP method with a hybrid technique to predict diabetes
mellitus, using a decision tree and a random forest classifier [6]. Jasim et al. measured
and evaluated the performance of the classification method with the spiritual spinning
technique used, namely KNN and Artificial Neural Network [7]. Tsai and Chen combined
feature selection and discretization in the supervised learning and unsupervised learning
methods, and the methods used in the study are the feature selection method, including
principal component analysis, Genetic Algorithm (GA), and Decision Tree C4.5, and the
classification method is the SVM and the Decision Tree [1]. Mazini et al. evaluated and
classified the features of the IDS System for IDS detection accuracy, using the Adaboost
method [8]. Maryono et al. implemented numerical discretization attributes for outliers
detection of mixed datasets, and the methods used are the Z-Discretization technique and
clustering-based discretization using K-means for discretization [9]. The results of existing
research show that the comparison of the accuracy of the Decision Tree C4.5 and the KNN
has a low level of accuracy. Discritization technique can handle numeric data to nominal
with finite numbers with intervals but cannot yet handle the level of accuracy. The
classification algorithm has weaknesses of overfitting, and there needs to be an increase
in the accuracy of the classification algorithm. This study uses discretization techniques
and Adaboost methods to improve the classification algorithm.

3. Methodology. This study uses the application of discretization techniques and Ad-
aboost methods to the classification algorithm, namely Dicision Tree C4.5 and KNN to
improve accuracy in predicting diabetes mellitus. The following are the stages in the
research.

3.1. Dataset. The data source used in this study came from public data, namely the
Pima Indian Diabetes Dataset from GitHub with a total of 768 data. The Pima Indian
Diabetes Dataset consists of 9 attributes, namely as follows:

e Number of times pregnant

e Plasma glucose concentration
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In the dataset, the number of positive values is 268 data, while negative values are 500
data.

3.2. Preprocessing data. The data preprocessing stage needs to be done to produce
quality data in making a decision or determining accuracy. Data preprocessing is used
to clean data from missing values, inconsistencies, incomplete data, and noise data. The
following are the stages of preprocessing data, namely

1) Data Cleaning. Data cleaning is data filtering or data cleaning that is not needed
due to data errors to produce quality data. In the Pima Indian Diabetes Dataset, there
are no attributes with a missing value, but there are 6 attributes that have a value of
0. The attribute number of times pregnant can be considered the true value because
it states how many pregnancies, if it is 0 it means that you have never been pregnant
but for the attributes of plasma glucose concentration, diastolic blood pressure, triceps
skin fold thickness, 2-hour serum insulin, and body mass index, the value of 0 in the
data cannot occur, and therefore these attributes are missing values. Cleaning data
from missing values uses a technique of deleting tuples or data records with a value of
0, namely using the filter examples feature in the RapidMiner application.

2) Discretization Technique. The diabetes mellitus dataset from Pima Indian Dia-
betes produces data in the form of numerical attributes for it to be handled using
discretization techniques. Discretization can minimize the number of intervals without
significant loss of a dataset. Discritization technique is one of the most basic data
reduction techniques, which focuses on transferring continuous or numeric attributes
to discrete or nominal attributes with finite numbers at intervals [1]. Discretization
is a data reduction technique that aims to project a continuous set of values into a
discrete and finite space [10].

3.3. Decision Tree C4.5. Decision Tree C4.5 is an algorithm developed from the 1D3
algorithm. Decision Tree algorithm is included in the classification algorithm category
[11]. Algorithm selection is based on information gain [12]. Decision Tree on the ID3
algorithm has been improved and changed to the C4.5 algorithm, and one of the improve-
ments of the algorithm is in terms of pruning. In the Decision Tree, pruning techniques
are used to avoid over fitting [13]. Decision Tree C4.5 is a simple algorithm so that users
can easily understand the meaning of the rules formed in this algorithm [14].

3.4. K-Nearest Neighbor (KNN). The KNN algorithm is a non-parametric method
that is widely used for classification in pattern recognition. The main principle of the
KNN is that the categories of data points are determined according to the classification
of K’s closest neighbors [15]. KNN is an algorithm that is widely used in pattern formation
in classification algorithms, but it affects the sensitivity of the size k, so it can reduce
accuracy [16].

3.5. Adaboost method. Adaboost stands for Adaptive Boosting, and Adaboost is a
technique of giving weight to weak classifications and aggregating them into strong clas-
sifications [17]. Adaboost was successfully applied because the theory in the Adaboost
technique was strong, the predictions produced were accurate, and it was implemented
simply [18].

3.6. Data modeling and validation techniques. In this study using k-folds cross
validation as a method of validation with a value of £k = 10. Validation is carried out
to test the algorithm model used. K-folds cross validation is a method to determine the
success rate of the algorithm model by retesting random input attributes, in this method
the data is divided into k subsets randomly, one subset is used for testing data and the
rest is for training data [19]. The k value used is 5 or 10, commonly called 10 folds cross
validation, where the data is divided into 10 parts, 90% is for training and the other
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10% is used for testing. The process is repeated up to 10 times or 10 iterations until all
data records are part of the testing data [20]. How k-folds cross validation works, namely
the total data is divided into n parts, iteration or fold 1, namely the 1st part becomes
testing, the remaining part becomes the training data, then calculate the accuracy using
the following equation:

the number of classifications is correct
Accuracy = amount of test data x 100% (1)

In the 2nd fold, where the 2nd part becomes testing, the rest becomes training, then
calculates the accuracy, the process is repeated until it reaches the k-fold. Calculate the
average of all k values, the accuracy result is the final accuracy result. In the validation
process, the modeling is carried out, in this study using the ensemble method with the
boosting technique, namely Adaboost and using the Decision Tree C4.5 and KNN on
the training data. After that, the evaluation process is continued with a confusion table
and ROC curve. The results of confusion table are used to provide accuracy, recall, and
precision in classification algorithms. Accuracy is the percentage between the predicted
value and the actual value that exists. Recall is the percentage of the success value of the
algorithm used. Precision is an accuracy value with a predicted class. Here is a confusion
table.

TABLE 1. Confusion table

Confusion matrix Predicted value

Positive | Negative
Tv 1 Positive TP FN
He vatue Negative FP TN
TP + TN
A = 2
Y = TP + FP + TN + FN) @)
TP
Recall = ———— 3
T TP £ FN) 3)
TP

Precision = m (4)

where TP: True Positive; FP: False Positive; TN: True Negative; FN: False Negative.

Receiver Operating Characteristic (ROC) is used to evaluate accuracy results in graph-
ical form. ROC is a curve that will produce the Area Under Curve (AUC) value. AUC
is the area accuracy value under the curve generated by the ROC [21]. The accuracy of
the AUC value can be classified into 5 groups [22] among others, namely

e 0.90-1.00 = Exellent Classification
e 0.80-0.90 = Good Classification

e 0.70-0.80 = Fair Classification

e 0.60-0.70 = Poor Classification

e 0.50-0.60 = Failure

4. Results and Discussion. The research conducted is testing I using the Decision
Tree C4.5 classification algorithm, testing II using the discretization technique and the
Adaboost method with the Decision Tree C4.5 classification algorithm, testing III using
the KNN classification algorithm, and testing IV using the discretization technique and
the Adaboost method with the algorithm. KNN classification yields accuracy, recall,
precision, and AUC values. The preprocessing technique uses the technique of reducing
observations on records with a value of 0 and reducing unused attributes. The following
is a table of results from 4 tests that have been carried out.
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TABLE 2. Research result

Testing 1 Testing 11 Testing 111 Testing IV
.. Decision Tree KNN + Discretization
Decision Tree + Discretization + Adaboost KNN + Adaboost
Accuracy| 76.31% 83.67% 73.21% 83.18%
Recall 87.36% 90.81% 84.74% 86.61%
Precision 80.60% 85.79% 77.58% 88.23%
AUC 0.677 0.800 0.733 0.813

Based on the results obtained, it shows that there is an increase in the accuracy, re-
call, precision, and AUC values. The Decision Tree C4.5 and KNN algorithms using the
discretization technique and the Adaboost method increased compared to using only one
learning technique. The following are the results of comparisons with other research.

TABLE 3. Comparison with other experiment

Method Accuracy Reference
DT 76.31% This paper
DT + Discretization + Adaboost 83.67% This paper
KNN 73.21% This paper
KNN + Discretization + Adaboost — 83.18% This paper
KNN 77.3% Tigga and Garg [2]
DT 73.82%  Deepti and Sisodia [4]
SVM 65.1%  Deepti and Sisodia [4]
NB 76.3%  Deepti and Sisodia [4]
DT 76.25% Vigneswari et al. [5]
Random Forest 78.54% Vigneswari et al. [5]
Random Tree 72.41% Vigneswari et al. [5]
REPTree 75.48% Vigneswari et al. [5]
Logistic Model Tree 79.31% Vigneswari et al. [5]
DT 2% Hebbar et al. [6]
Random Forest 76.5% Hebbar et al. [6]
KNN 77.24% Jasim et al. [7]

The comparison results show that there is an increase when applying the discretization
technique and the Adaboost method to the classification algorithm. The increase occurs
due to the factor of changing the attribute from nominal to interval using the discretization
technique. In addition, giving weight to a single algorithm with the Adaboost method can
improve the accuracy of the classification algorithm. However, the problem in this study is
the reduction of class attributes when implementing data preprocessing with discretization
techniques. Further research needs to be done to process data pre-processing using other
techniques so that the results of the accuracy are more accurate.

5. Conclusions. The results of the tests that have been carried out in this study can
be concluded that the discretization technique and the Adaboost ensemble method can
improve the accuracy of the classification algorithm, namely Decision Tree C4.5 and KNN
in diagnosing diabetes. From the test results, the highest accuracy is produced by the
second test, namely applying the discretization technique and the Adaboost ensemble
method, which can improve the accuracy of the Decision Tree C4.5 algorithm. The accu-
racy results obtained were 83.67% and increased by 7.36% from the single Decision Tree
results of 76.31%. This research can be used to assist medical personnel in predicting
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diabetes early. Further research can be carried out to predict other diseases or by using
other methods to increase the level of accuracy.
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