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Abstract. Team matching is considered one of the essential processes among many
people to find the best connectivity between unique personnel. Finding the best of both
parties is crucial, especially in making the best value worthy for time, money, and other
resources. For example, in academic collaboration, in either intradisciplinary or inter-
disciplinary context, finding the right collaboration partner is an essential process in
publishing a high-quality collaborative-based output. Hence, in this paper, we proposed a
new stylometry model in a data mining framework to identify the best researcher based
on their research publications. Based on our experiments, after comparing with several
machine learning classifiers, we found that our framework combined with neural network
classifier managed to give a good classification accuracy in determining the best authors
based on past publications with 78.38% classification accuracy.
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1. Introduction. National education, especially the higher learning institution, plays an
important role in shaping the society through knowledge empowerment and community
services [3]. Almost all developed countries spent high percentages of the annual budget in
their respective education sector. Specifically, based on the World Bank, Malaysia spent
about 4.535% of GDP on education in 2018. Despite that, many critics said that local
universities failed to provide sufficient education to their graduates resulting in increasing
youth unemployment rate in the country1 .

As one of the main university products is to supply capable high skilled workers to
the industry, the trend that has been shown nowadays is really vulnerable. It seems that
university graduates have either no desire to get a job or simply the jobs are not there.
One reason is due to job mismatch between the graduates’ skills and the job supply.
With the continuous industry revolution that keeps revolutionizing in accelerating rate,
job mismatch seems to be the main issue to university vision and mission while at the
same time, being constrained by industry needs [5].
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Hence, in this paper, we are trying to reduce the degree of this vulnerability by propos-
ing and implementing a team matching framework based on proof-of-works. Here, proof-
of-works could be many things, such as past projects, patent, publications, programming
codes, and legal proceedings. For example, a group of lawyers could be formed based on
how many cases they won, which can be obtained from legal proceedings. Our paper,
however, will be focusing on how to match researchers based on similar interest.
Finding the best research collaborators in any specific or multidisciplinary domains is

very crucial in the academic world. Alongside with the current COVID-19 pandemic,
the needs of the research collaboration are very high with many organizations offering
research grants in exploring the insights, cure, prevention and mitigation across many
fields as this pandemic affects the people in every sector all over the world. Some have
said that high-quality research output is a product of collaborative work, consisting of
multiple experts from various research domains [9]. Thus, the importance of having a
research team that can synergize with each other is a must in contributing to a good
project.
Author identification also known as authorship attribution or authorship verification is

a process of identifying the true author from a group of candidate authors based on their
writing sample [18]. Each author had their own writing style, just like their fingerprint,
which is unique [8]. Hence, based on the writing style, one can determine whether the doc-
ument is written by the one particular author (or ghostwriter) [22], multiple authors [18]
or no authors at all (machine-generated text) [12].
Specifically, the method of measuring the similarity between author writing styles with

publication is called as stylometric. In 1851, stylometric was first suggested and developed
by Augustus De Morgan (in his letter to a friend) based on word length to resolve the
author disputes (as described in his memoir [4]). Fast forward to second pandemic era [2],
stylometric has become more crucial in detecting fake news [1], hate speech [16] and any
other disinformation services.
There are two main methods in performing author identification task through stylo-

metric measurement. The first one is through syntactic features. Syntactic features are
work based on sentences structure [19]. Examples of the syntactic features are frequency of
function words, part of speech (POS), morphology of words and retaining stop-words. For
example, in [21], the author is represented through the most frequent character n-grams
of the training corpus, representing the text sample of particular author. Not limited to
English, especially in under-resourced language [7, 20, 24], specific syntactic features of
those languages are used to represent the author documents.
The second one is through word embedding. Word embedding such as Word2Vec [14],

FastText [25], including contextual word embedding such as BERT [27] and XLNet [26],
has been used in author identification task with good performance results over syntactic
approaches. This is because, word embedding method provides a semantic meaning of
word (or context) with other words in corpus. For example, this semantic value can be
used to accurately distinguish two different authors (or more), as their writing can be
represented in form of semantic changes between two authors.
Two main questions that guide our research are as follows:

1) How to model the characteristics between publications and individual author, in
terms of data representation, and;

2) What is the best machine learning classifier that can approximate those character-
istics with high accuracy metric.

The purpose of this paper is to investigate the viability of the data mining approach in
matching the best researcher based on past publications. This is done by approximating
a model that can accurately correlate each author with every publication that the author
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has ever published, in which those correlations, validities are measured and compared
against several machine learning classifiers.

The remainder of this paper is structured as follows. In Section 2, we introduce our
proposed Malaysian scholar identification model within the research interest matching
framework. Next, in Section 3, we analyze the results of this study. Finally, we conclude
the paper and outline future directions in Section 4.

2. Research Interest Matching Framework. The framework consists of three com-
ponents. The first component is data collection and preparation. The second component
is text embedding and the third component is the classification task. This section discuss-
es these components in detail. For reference, the framework flowchart is also illustrated
in Figure 1.

Figure 1. The experiment flowchart, starting from data collection, text
embedding and finally classification task, validated over 10-fold cross-
validation

2.1. Data collection and preparation. We used Scopus2 repository as the main source
of data for our proposed framework. The collected dataset consists of every publication
indexed in Scopus from 2008 to 2018, with a total of 245,618 publications. Every publi-
cation is characterized by its publication title, abstract, keywords, authors and authors’
affiliation. Figure 2 shows the non-cumulative distribution of the publications, published
in each year, spanning from 2008 to 2018, that are affiliated with Malaysian research
institutions.

From Figure 2, we can see that publications in 2018 are approaching eight times incre-
ment in terms of publications that have been published in 2018 compared to 2008. There
are many reasons of this behaviour, though the most logical reason could be the increas-
ing number of academicians in Malaysia due to various research incentives available in
Malaysia3 . Nevertheless, based on the collected data, we structured the data into a set
of features, such that

x = abstract of each publication

y = author of that publication

2https://www.scopus.com/
3https://tinyurl.com/y7gx7kug
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Here x consists of a set of keywords that made of that abstract while y is the unique
identifier of the author of that publication. In addition, we only selected the top 10 most
published authors to avoid any computing and modelling complexity that might occur
due to the large size of publication records. With that, our new samples now consist of
6,688 publications.
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Figure 2. The distribution of yearly based publications, affiliated with
Malaysian institutions that are indexed in Scopus database, from 2008 to
2018

2.2. Text embedding. Referring to Figure 1, the next step is to vectorize the abstract of
each publication. The vectorization process is done by counting its co-occurrence counts
with other words to represent the meaning of a term [17]. This method, however, suffers
from the sparse matrix due to vocabulary expansion. The other approach is to learn the
dense representation of each word in the form of neural embeddings that form a vector
space [10]. This is more appealing as the only vector of a word with respect to other
words is stored in memory. Here, we used Word2Vec for creating word embedding on
each abstract.
For this task, we used a CORD-19 pre-trained Word2Vec model [11] to derive the

Word2Vec vector of size 300, every word in the abstract. This is because CORD-19
dataset consists of thousands of scholarly publications spanning from 1920 to 2020. With
a large size of the corpus, we assume that it is improbable for a word not to have a vector
representation in the nearest future.
Hence, for every Word2Vec representation of every word in the abstract, we compute

the mean of all vectors, such as follows:

xa =
1

n

n∑
i=1

f(wi) (1)

where xa in Equation (1) is the vector that represents each abstract, n is the total words
in the abstract and f(wi) is the Word2Vec vector representation of word wi that formed
the abstract.

2.3. Classification task. The data now consists of abstract (in textual format) of each
publication, a single Word2Vec 300-dimension vector size that represents the publication’s
abstract, and the author that associates with the publication. Hence, for the classification
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task, we removed the textual abstract from the data, and only make use of the Word2Vec
vector as the features for classification task and author as the respective class, such as
follows:

{x1, x2, . . . , x300} = abstract representation in Word2Vec

y = author of that publication

Then, the selected data is modelled through 6 different machine learning classifiers, that
is, Neural Network, k-Nearest Neighbour (k-NN), Random Forest, AdaBoost, Naive Bayes
and Decision Tree. The experimentation flowchart followed in this paper is illustrated in
Figure 1. The classification performance of each classifier is compared through 10-fold
cross-validation, in which the classification results are tabulated in Table 1.

3. Results and Analysis. In this section, we show the experimentation results based
on 6 different machine learning classifiers and perform comparison analysis between the
performance of each classifier based on AUC-ROC curve [6], classification accuracy, F1
score, Precision and Recall metrics. The classification performance of each classifier based
on those metrics is tabulated in Table 1.

Table 1. A 10-fold cross-validation results obtained from 6 different classi-
fiers, ranked from classifier with highest AUC value to classifier with lowest
AUC value

Model AUC CA (%) F1 Precision Recall

Neural Network 0.9764 0.7838 (78.38%) 0.7836 0.7837 0.7838
k-NN 0.9587 0.7347 (73.47%) 0.7309 0.7305 0.7347

Random Forest 0.9374 0.6876 (68.76%) 0.6858 0.6867 0.6876
AdaBoost 0.9364 0.7171 (71.71%) 0.7152 0.7196 0.7171
Naive Bayes 0.9162 0.6036 (60.36%) 0.5986 0.6045 0.6036
Decision Tree 0.8198 0.5970 (59.70%) 0.5976 0.5997 0.5970

Through 10-fold cross-validation, Table 1 shows that all tested machine learning clas-
sifiers managed to give the higher area under ROC curve, with the highest value (0.9764)
obtained from Neural Network, and the lowest value (0.8198) obtained from Decision Tree.
It means that each classification model has a good capability in distinguishing between
distinct author based on the Word2Vec vectors that represent each author.

Regardless, looking closely at Table 1, Neural Network is the one that provides good
and consistent classification performance compared to other machine learning classifiers,
in every tested metric. In addition to that, for every class in the dataset, Neural Network
together with k-NN, and AdaBoost gives a balanced classification performance on each
class while Random Forest, Naive Bayes and Decision Tree give an imbalanced classifica-
tion performance between classes.

From the experiment, it is noticeable that our framework together with Neural Network
produced the highest score and accuracy among other classifiers. This is because the
Neural Network is capable of learning from very high dimensional data. This situation
is totally opposite for Decision Tree as it is more suitable for dataset that has very few
features in hand, due to the nature of decision tree that is likely to produce an overfitted
solution when dealing with high-dimensional dataset [23].

Regardless, there is much improvement that can be done on this framework. For ex-
ample, we only test on top 10 authors from our dataset out of more than 1000 authors in
the dataset, as modelling more than ten authors requires more data and more computing
resources. In addition to that, when dealing with multiple classes, various fundamental
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issues need to be addressed such as pattern overlapping, outliers, imbalanced class, and
dataset shift, in which those issues will degrade the classification performance [13, 15].

4. Conclusion and Future Work. In this paper, a framework to match research inter-
est between researchers has been implemented using enhanced data mining framework,
based on the abstract of authors’ past publications. The dataset used in this experiment
is obtained from Scopus repository ranging from 2008 to 2018 with the total of 245,618
publications and arranged in a specific order of features. From that, we selected only
top-10 authors that have published the most as part of our experimentation settings. For
the feature vectorization process, we used CORD-19 pre-trained Word2Vec model to ob-
tain a single text embedding Word2Vec vector for every word that formed the abstract.
Finally, for the classification process, Word2Vec vector is used as the features. Six differ-
ent machine learning classifiers were applied and tested in order to find the classifier that
provides the best classification results. Generally, all classifiers provide good classification
performance with Neural Network that scores the highest accuracy.
As for future work, the framework should be enhanced to support more classes (authors)

that are inside the dataset, together with fair ranking system. For instance, there must be
two separated models that can be integrated into the framework to distinguish between
senior researchers and junior researchers. In addition, a slightly deviation from this paper
is to include temporal aspect modelling in the framework, so that the interest matching
is based on recent proof-of-work, instead of based on past research interest that has been
ditched long time ago.
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