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ABSTRACT. The aim of this study is to select the best features of EEG signal, by in-
vestigating the AdaBoost feature importance score measure as a means to find a ranking
of important features which can improve the classifier performance for recognizing the
imagined speech of 8 Indonesian words, i.e., makan (eat), minum (drink), lapar (hun-
gry), haus (thirsty), senang (happy), sedih (sad), sakit (sick) and toilet (toilet). The
EEG signal was recorded from 11 healthy students, 7 men and 4 women, using Emo-
tiv epoch and Emotiv Pro. Feature importance score was applied to AdaBoost model.
Our research showed that the top ten features based on feature importance score rank-
ing of AdaBoost model were T7T.GAMMA, T7_THETA, P7_HIGH BETA, PS.GAMMA,
P8_HIGH BETA, FS-GAMMA, FS_HIGH BETA, T7_-HIGH BETA, PT_GAMMA and
FCO5_THETA, with the resulting accuracy 75%, precision 80% and sensitivity or recall
84%.

Keywords: Feature importance score, AdaBoost, Confusion matrix, EEG, Feature se-
lection

1. Imtroduction. Imagined speech is one of the research fields of speech recognition
based on EEG signals [1-3]. Imagined speech refers to the activity of imagining a word
without sound production or moving the muscles around the lips [4]. The imagined speech
research is divided into 3, i.e., vowel imagination [5-7], syllable imagination [8,9] and word
imagination [10-12]. Some of the stages commonly carried out in imagined speech research
include acquisition, preprocessing, feature extraction, feature selection and classification
[13-17]. Feature selection is one step in developing a predictive model [18] in which the
purpose is to define the best feature for the model by reducing the number of input
variables [19] and still big challenge for a successful signal classification [20]. Feature
selection and feature importance method are used to see a new point of view of the data
to be explored with algorithm modelling [21]. Feature reduction is an important issue [22]
and one of processes in machine learning that can reduce the complexity of space [23] with
retaining the variable of information [24], therefore making the model easy to interpret
[25] and to improve the efficacy of the classifier [26-29]. Many feature importance scores
are specific for a type of data [30]. The aim of this study is to select the best features of
EEG signal by investigation of the AdaBoost feature importance score measure as a means
to find a ranking of important features for recognizing the imagined word of 8 Indonesian
words, i.e., makan (eat), minum (drink), lapar (hungry), haus (thirsty), senang (happy),
sedih (sad), sakit (sick) and toilet (toilet). The paper is organized as follows: Section 2
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describes previous research on feature selection method, Section 3 explains about method
that is used in this study, Section 4 presents experimental results, and Section 5 concludes
the paper.

2. Previous Research. Several studies on feature selection have been carried out, in-
cluding the research conducted by Ma et al. regarding the use of the hybrid filter-wrapper
technique for the feature selection approach [31] and a further research on the comparison
of RFE-RF, RFE-SVM and Bayesian Model Averaging (BMA) to select the best predictor
by Rumao [32]. In the same year, Yang et al. created a high-dimensional EEG feature
formation by extracting several features [33]. Rahman et al. used Rényi min-entropy to
perform feature selection [34]. Other studies examined the utilization of PCA to reduce
signal dimensions and select the best features by Tiwari and Chaturvedi [35] and the use
of the Shapley value method for feature impact analysis [36]. The next research is a survey
conducted by Baig et al. regarding filtering techniques for channel selection in EEG motor
images [37]. Research on feature importance has been carried out in recent years, e.g.,
feature selection based on feature importance by Ellies-Oury et al. [38], measurement
of variable or feature importance based on the ExtraTree model by Hallett et al. [39]
and analysis of some feature importance methods by Wei et al. [40]. Other researchers
analyzed variable/feature importance in imbalanced data [41] and proposed estimation
method for efficiency of developing machine learning models based on nonparametric vari-
able importance and utilization of clustering use binary decision trees (CUBT) to define
feature importance [42].

3. Research Method. The process of EEG signal’s feature selection based on feature
importance score is shown in Figure 1.

Feature
Dataset Selection Classification Evaluation Summarize and plot
Filteri Model feature importance
! e;;lng — Confusion matrix
EEG signal :Etd‘)d - Accuracy Features
dataset asedon AdaBoost - Precision Ranking
Feature - Recall

‘ Importance
) score
Preprocessing
Removes I
corrupted and

zero value data

FIGURE 1. The feature selection of EEG signal based on feature importance score

Following are the stages of the feature selection and model training process using the
selected features.

1) Provide the EEG dataset of 8 Indonesian words (“makan”, “minum”, “lapar”, “haus”,
“senang”, “sedih”, “sakit” and “toilet”).

2) There are two scenarios that were conducted, dataset applied without preprocessing
and else with preprocessing.

3) Feature selection uses the filter method based on the feature importance scores.

4) The features are applied in AdaBoost model that has the advantage of resisting over-
fitting [43]. For all algorithm iterations, the samples set was fixed, and only its weights
are changed [43]. The observation weights are initialized using

1
T a7 1
w = 0



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.12, NO.11, 2021 1005

where ¢ = 1,2, ..., N for each training sample, where each sample belongs to the class
{1,2,...,k} [43].

5) The performance of the AdaBoost model is evaluated using confusion matrix, by cal-
culating the predictive accuracy, precision and recall [44].

The accuracy, precision, and recall values are calculated using the following formulas
[45]:

R TP + TN ‘)
ccuracy =
WY = TP T TN + FP + FN
TP
Precision = m (3)
TP
Recall = — 4
= TP ¥ N (4)

where TP (True positive): correctly classified; TN (True negative): correctly rejected;
FP (False positive): incorrectly classified (type I error); FN (False negative): incorrectly
rejected (type II error).

4. Experimental Result. In this section, we present the experimental result.

4.1. Dataset. The dataset used in this research is a primary dataset, obtained through
the acquisition of EEG signals from eight Indonesian words, i.e., makan means eat (Eng-
lish), minum means drink (English), lapar means hungry (English), haus means thirsty
(English), senang means happy (English), sedih means sad (English), sakit means sick
(English) and toilet means toilet (English). Participants who carried out the acquisition
were 11 people, 7 men and 4 women, with five different experiment paradigms or tasks,
i.e., relax, look at picture that is related to eight predetermined words, read a word in
a normal voice, read word in mind, imagining word with closed eyes. Each participant
carried out 5 acquisitions, and data total 35200 samples and 70 features. Part of the
dataset is shown in Table 1.

TABLE 1. Part of EEG dataset of eight words based on five acquisition schemes

SUBJECT WORD  AF3_THETA AF3_ALPHA AF3_LOW_BETA AF3_HIGH_BETA AF3_GAMMA F7_THETA F7_ALPHA F7_LOW_BETA

501-1Aj MAKAN 0.748956 1.743176 0.983523 1.96705 1.283365 0.544091 1.111515 1.014992
S01-1Aj MAKAN 0.807715 2.006612 0.799029 2.017621 1.241508 0.605498  1.231996 0.855567
S01-1Aj] MINUM 1.25597 0.476775 1.362341 1.383737 1.008682 1.374154  0.909555 0.805395
501-1Aj MINUM 1.200756 0.366774 1.322671 1417823 0.924297  1.453437  0.750904 0.660121
S01-1Aj LAPAR 15.3334 2.138177 0.544348 1.444581 0.508819 2.13894  1.198907 0.67257
501-1Aj LAPAR 17.94966 2.251893 0.568215 1520523 0.639559  2.389161  1.020033 0.718182
S01-1Aj HAUS 2.234043 116 0.522923 0.961064 1.622324  1.258841  1.148527 0.391589
501-1Aj HAUS 2.62482 0.8075 0.457007 0932137 1.707065 1.311642  0.855363 0.313063
501-1Aj SENANG 4.655643 1.869089 0.637621 3.112569 0.620939 4.111645 1217647 0.569077
501-1Aj SENANG 4.468931 2.925513 0.753749 3.545907 0.597763  4.222561  1.954325 0.612835
S01-1Aj SEDIH 12.16555 1.657921 0.556077 0.689249 0.342006 3.90517  0.742025 0.327777
501-1Aj SEDIH 5.973289% 1.231698 0.504166 0.74919 0.295562  2.660531 0.771201 0.369256
501-1Aj  SAKIT 3.18792 0.794446 0.773643 0.653096 0.449018 1.006206  0.528925 0.585605
S01-1Aj SAKIT 1.992047 0.531172 0.636414 0.785457 0.447994  0.957407 0.563946 0.510291
S01-1Aj TOILET 33.31791 3.464122 1.334854 1.485933 0.528216 24.964%  1.703305 0.480413
S01-1Aj TOILET 22.05128 2.486174 1.321541 1.784595 0549228  20.36251 1.533454 0.5185

4.2. Preprocessing. There are two scenarios that were conducted, dataset applied with-
out preprocessing and else with preprocessing. When data are applied with preprocessing
step, the raw dataset with 35200 x 70 was reduced by removing the missing value, zero
value and labeled the output variable (class), and then the dataset is applied to feature
importance score.
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FIGURE 2. Feature ranking based on feature importance score
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4.3. Feature selection. The feature filtering method was applied for feature selection
by calculating the feature importance scores and the results are shown in Figure 2.

As shown in Figure 2, we obtained top ten features based on feature importance
score are T7_GAMMA, T7_THETA, P7_HIGH BETA, PS. GAMMA, P8 HIGH BETA,
F3_.GAMMA, F3_HIGH BETA, T7_HIGH BETA, P7T.GAMMA and FC5_-THETA.

4.4. Classification and evaluation. The features that were obtained through feature
importance score were then applied to AdaBoost model, for ten times and obtained the
accuracy, precision and recall values as shown in Table 2.

TABLE 2. Performances of AdaBoost classifier model

Tos Without preprocessing With preprocessing
Accuracy Precision Recall Accuracy Precision Recall

1 0.50 0.59 0.48 0.76 0.80 0.85
2 0.50 0.59 0.48 0.75 0.80 0.84
3 0.51 0.60 0.47 0.76 0.80 0.83
4 0.51 0.59 0.50 0.76 0.80 0.84
5 0.50 0.59 0.50 0.76 0.80 0.83
6 0.51 0.60 0.47 0.76 0.80 0.84
7 0.51 0.60 0.47 0.75 0.80 0.84
8 0.50 0.58 0.48 0.75 0.79 0.84
9 0.51 0.60 0.48 0.76 0.80 0.84
10 0.50 0.59 0.48 0.75 0.80 0.84
Mean 0.50 0.59 0.48 0.75 0.80 0.84

Table 2 presents the performance values of the AdaBoost model based on accuracy,
precision, and recall parameters. The model was ten times running, for both the scenarios,
and then the accuracy, precision, and recall were calculated. The average was calculated
from ten experiments and obtained the accuracy value of the data that has been through
the preprocessing is 25% higher, the precision value is 21% higher and the recall is 36%
greater than the initial data.

5. Conclusions. Based on the experiment, we obtained the accuracy value of the da-
ta that has been through the preprocessing is 25% higher, the precision value is 21%
higher and the recall is 36% greater than the initial data. For the feature selection pro-
cess using the feature importance score, the best features of dataset in the AdaBoost
model are T7.GAMMA, T7_THETA, P7_ HIGH BETA, PS GAMMA, P8 HIGH BETA,
F3_.GAMMA, F3_HIGH BETA, T7 HIGH BETA, P7.GAMMA and FC5_- THETA. For

the future we will analyze the features for another model and the brain region corellation.
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