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Abstract. Neural Machine Translation (NMT) has certain capability to implicitly learn
semantic and syntactic aspects of the language. However, recently there have been also
attempts to add linguistic annotation into neural translation models, and steps towards
more linguistically motivated models. This paper presents an extension of NMT model to
incorporate additional Part-of-Speech (POS) tags into the attention mechanism effectively
to yield further improvements. The context vector produced by source annotations and
target hidden state is used for target POS tagging. Then, we improve word prediction by
simultaneously utilizing the context vector from attention layer and the predicted target
POS tags. Evaluating on translating between English and Vietnamese in two directions
with a low resource setting in the domain of TED talks, we obtain promising results in
BLEU scores over baseline methods.
Keywords: Part-of-speech, Recurrent neural network, Sequence to sequence model,
Neural machine translation, Attention model

1. Introduction. Neural Machine Translation (NMT) [1, 2] is a new model in Machine
Translation (MT) powered by most recent advances in sequence to sequence learning
frameworks [3, 4]. NMT has made great progresses and drawn much attention in recent
years.

In practical applications, the most basic form of NMT is the encoder-decoder frame-
work where an encoder encodes a source sequence into a fixed-size vector representation,
and then a decoder generates the target sequence sequentially via neural networks. The
attention layer comes between the encoder and the decoder and helps the decoder to pick
only the encoded inputs that are important for each step of the decoding process and
resolve the problems with the fixed-size vector. Currently, the attention-encoder-decoder
framework has become a subject of great interest to academics and industry.

Attention mechanism plays an important role in NMT. However, the conventional at-
tention module is only conducted on the representation of the surface words of the source
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sentence, which may not be enough to model complex alignments between a target word
and source words. Numerous experiments have established that more complex attention
mechanisms [5, 6, 7, 8, 9, 10] or external syntactic information [11, 12, 13, 14, 15, 16, 17]
can leverage the performance of NMT. These works have indicated that the POS tags
which are used as additional syntactic information are of great benefits to NMT models,
potentially reducing language ambiguity and alleviating data sparseness. Unfortunately,
these methods only used the POS tags to enhance word representation or post editing the
translation results.

Our goal is to utilize bilingual POS tags to model better attention mechanism. Taking
advantage of the existence of parallel corpora, we use our POS taggers to assign a correct
POS tag for each word in the corpora. Since POS tagging is a simpler task than word
prediction and the number of POS tags is much less than that of words, the POS tagging
has achieved very good performance. In our model, NMT and bilingual POS tags are
jointly modeled via multi-task learning. This implementation fully exploits bilingual POS
tags in semantic learning and attention modeling and thus leads to better performance.

This paper presents how we applied bilingual POS tags to attention-encoder-decoder
NMT framework. First, source POS tags are combined with words to provide an effective
word representation. Second, correct POS tag is generated for the predicted target word
beforehand. Then, attention results are refined with the guidance of predicted bilingual
POS tags. Finally, the refined attention is used to predict the target word.

This method shows several advantages. First, it may be of great benefits to NMT
models, potentially reducing data sparseness and semantic ambiguity problems. Second,
the POS tag information can be complementary to the textual input by providing a higher
level of information abstraction so the input word representation is better encoded.

The remainder of the paper is organized as follows. We introduce related work (Section
2), then present our method (Section 3), report the results (Section 4) and finally conclude
and propose some elements for future work (Section 5).

2. Related Work. Recent advances in deep learning research facilitate innovative ideas
in machine translation. Though promising, NMT still lacks the ability of modeling deeper
semantic and syntactic aspects of the language. In this work, NMT and bilingual POS
tags are jointly modeled via multi-task learning. These studies are related to our work.

2.1. Syntax-directed attention. The attentional encoder-decoder framework pioneered
by Bahdanau et al. [2] is the core, opening a new trend in neural machine translation.
Cohn et al. [8] incorporated structural alignment biases inspired from conventional sta-
tistical alignment models (e.g., IBM models 1, 2) to encourage more linguistic structures
in the attention layer. Tu et al. [18] further proposed a so-called coverage vector to
trace the attention history for flexibly adjusting future attentions. Recently, many efforts
have been initiated on exploiting source or target-side syntax information to improve the
performance of NMT. Eriguchi et al. [16] proposed a tree-to-sequence NMT model that
introduces a tree-based encoder and adapts its attention model to consider both sequen-
tial and phrase hidden units. Later, Chen et al. [12] extended the tree-based encoder to a
bidirectional one with tree-coverage attention mechanism. More directly, Chen et al. also
extended the local attention model with syntax-distance constraint. Chen et al. [13] ex-
tended the local attention with syntax-distance constraint, which focuses on syntactically
related source words with the predicted target word to learning a more effective context
vector for predicting translation.

2.2. Multi-task learning. Multi-task learning has attracted attention to improving
NMT in recent work. The initial approach for multi-task learning for neural networks
was presented in [19]. The authors used convolutional and feed forward networks for sev-
eral tasks such as semantic parsing and POS tagging. This idea was extended to sequence
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to sequence models in [10]. Using additional word factors like POS-tags has shown to be
beneficial in NMT [17] even the POS-tags was only used to enhance input word repre-
sentation. Zaremoodi et al. [20, 21] have explored the use of syntactic parsing, semantic
parsing, and Named Entity Recognition (NER) to improve the performance of NMT in
low-resource scenarios. Niehues and Cho [22] have made use of POS tagging and NER
tasks to improve NMT. In this word, they used the same encoder to encode the POS and
named entity tags as what was done with input words. This approach is really the same
as [17] but it just used another strategy.

3. Improvement of NMT with POS Tags. Additional word factors like POS-tags has
shown to be beneficial in NMT. The previous work [17] did deal with the topic similar to
that of this paper, but the important difference is that they only used the POS-tags to
enhance input word representation. In this work, we investigate the feasibility of factored
model idea [23] not only into input word representation but also into attentional neural
translation model [2]. We aim to find how the neural model can benefit from incorporating
the additional POS tagging factor at a deeper layer of NMT, especially the attention layer.

3.1. Neural machine translation. We introduce the background of the encoder-decoder
[4, 24] framework.

Given a set of sentence pairs D = {(x,y)}, the encoder fenc with parameters θenc
maps an input sequence x = (x1, x2, . . . , xn) to a sequence of continuous representations
henc =

(
henc
1 , henc

2 , . . . , henc
n

)
whose size varies concerning the source sentence length. The

decoder fdec with θdec generates an output sequence y = (y1, y2, . . . , ym) by computing
P (yt|y<t) as follows:

P (yt|y<t) = softmax (fdec(hdec, ct)) (1)

where hdec is a sequence of continuous representations for the decoder and ct is the context
vector which can be calculated as follows:

ct =
n∑

i=1

at,ih
enc
i (2)

where at,i is attention weight:

at,i = softmax (et,i) =
exp et,i∑n
j=1 exp et,j

(3)

where et,i is a similarity score between the source and target representations. The pa-
rameters of calculating cross-attention weight at,i are denoted as θattn. The et,i can be
calculated [2]:

et,i = V T
α tanh

(
W1s

dec
t−1 +W2h

enc
i

)
(4)

where W1, W2 are learned parameters of the attention layer.
After that, the target hidden state st is updated:

st = fenc(st−1, yt−1, ct) (5)

The encoder and decoder are trained to maximize the conditional probability of target
sequence given a source sequence:

Lt(D;θ) =

|D|∑
d=1

M∑
t=1

logP (yt|y<t, x; θenc, θdec, θattn) (6)

where M is target sentence length.
Both the encoder and decoder can be implemented by the different basic neural models

structures, such as Recurrent Neural Network (RNN) [4, 24, 25], Convolutional Neural
Network (CNN) [26], and self-attention [27].
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3.2. The proposed method. In our proposed model, NMT and bilingual POS tagging
are jointly modeled via multi-task learning, where the predicted POS tags are utilized to
improve attention model.

Given a set of sentence pairs D = {(x,px,y,py)}, px and py are pre-annotated POS
tag sequences of x and y, respectively. To encode the source-side information, at each
input step, word vector and POS vector are concatenated to establish a common vector.
Then, these common vectors are inputted into the forward RNN layer and the backward
RNN layer to represent henc.

As illustrated in Figure 1, our neural encoder is similar to the encoder of standard NMT
model which is built upon bi-directional RNNs. We extend our neural decoder to update
the context vectors with POS tag information to yield better target representations.

Figure 1. The overall architecture of the proposed model

The st is now used to predict the target POS tag at the tth timestep (instead of using
to predict the target word). We apply a single layer neural network with an activation A
(e.g., sigmoid, tanh, and ReLu) and a softmax classifier to obtain a POS tag probability
distribution:

pt = A(Wpst + bp) (7)

dpt = softmax (Wdppt + bdp) (8)

where Wp, bp and Wdp, bdp are the weight matrices and biases, respectively. We also
represent the POS tag embeddings based on dpt for further use in updating the normal
attention.
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In addition to encoder state henc
i and target hidden state sj−1, the target POS tag

embedding is also used to update the attention. The context vector c′t has similar equation
as ct but we concatenate the target hidden state sj−1 with target POS embeddings and
pt. Hence, the e′t,i is now calculated as:

e′t,i = V T
α tanh

(
W3

[
sdect−1; pt;Epdpt

]
+W4h

enc
i

)
(9)

where W3, W4 are learned parameters of the POS-updated attention layer.

4. Experiments.

4.1. Experimental settings. We provide the information about the datasets, NMT
configurations as well as the evaluation metrics.

4.1.1. Datasets. We use two datasets: one for POS tagging and one for NMT.
We trained our English and Vietnamese POS taggers on English Penn Treebank1 and

Vietnamese Treebank corpora2 respectively using the CRF toolkit3 . We used both original
POS tagset from both corpora as well as universal POS tagset [28]. Some statistics of
POS datasets can be found in Table 1. We give result examples from our POS taggers in
Table 2.

Table 1. Statistics of English and Vietnamese POS corpora

POS dataset # tokens # types # sents avg length
English 1,128,999 47,453 44,287 25.49

Vietnamese 1,364,450 43,389 50,000 27.30

Table 2. Example of POS taggers

Sentence I planted a food forest in front of my house .
Original tags NNS VBD DT NN NN IN NN IN PRP$ NN .
Universal tags PRON VERB DET NOUN NOUN ADP NOUN ADP PRON NOUN .

Sentence Tôi đã trồng môt rừng thưc phẩm ở trước nhà tôi .
Original tags Pp R Vv Nq Nn Nn Nn Cm Nn Nn Pp PU
Universal tags PRON ADV VERB NOUN NOUN NOUN NOUN CONJ NOUN NOUN PRON .

We conducted our NMT experiments on TED Talks which is a machine translation part
of the IWSLT 2015 [29] and translate between English (en) ↔ Vietnamese (vi). Each TED
talk is considered to be a document. For training, we used about 117K parallel sentences,
and used tst2012 for tuning model parameters (phrase-based SMT) and early stopping
(NMT). We evaluated on the official test sets tst2013 and tst2015. All details of NMT
data statistics can be found in Table 3.

Table 3. Statistics of the English-Vietnamese datasets from IWSLT’15
MT track

MT dataset
# tokens #types

# sents
avg length

# docs
en vi en vi en vi

train 2,435,771 2,867,788 44,573 21,611 117,055 20.81 24.5 1,192
dev (tst2012) 27,988 34,298 3,518 2,170 1,553 18.02 22.08 14
test (tst2013) 26,729 33,683 3,676 2,332 1,268 21.08 26.56 18
test (tst2015) 20,850 26,235 3,127 2,059 1,080 19.31 24.29 12

1https://catalog.ldc.upenn.edu/LDC2015T13
2http://www.clc.hcmus.edu.vn
3https://taku910.github.io/crfpp/
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4.1.2. Set-up and configurations. We compare these systems in our experiments:

• SMT: a famous phrase-based SMT which is implemented in Moses toolkit [30] with
its standard configuration.

• NMT: for the NMT-related models, we implemented our model using pytorch deep
learning library. We used a Long-Short Term Memory (LSTM) recurrent structure
[31] for both source and target RNN sequences. The word embedding size is 250.
The hidden layer dimension is 500. In the training phase, we used the default Adam
optimizer [32] with a fixed learning rate of 0.0001. The batch size was 80 and the
number of epochs was 10.

• NMT + POS tags: our proposed method to integrate the POS tags to the atten-
tion layer. The POS tagset for English is the Penn Treebank tagset and the POS
tagset for Vietnamese is the Vietnamese Treebank tagset. The English-Vietnamese
parallel corpus is pos-tagged by our pretrained taggers. The POS tag embedding
size is 75. Other parameters are the same as the NMT model.

• NMT + UPOS tags: the original POS tagset is replaced with the universal POS
tagset. We map the original POS tagset to the universal POS tagset before training
our POS tagger. The number of the universal POS tags is less than the number of
the original POS tags so the performance of the universal POS tagger is better than
the performance of the original POS tagger. Other parameters are the same as the
NMT with original POS tags model.

4.1.3. Evaluation metrics. We measure the end translation quality with case-insensitive
BLEU [33]. We also apply bootstrapping re-sampling [30] to measuring the statistical
significance (p < 0.05) of BLEU score differences between translation outputs of the
proposed models compared to the baselines.

4.2. Results and analysis. We report our experimental results based on BLEU scores
on English-Vietnamese translation task to further study the effectiveness of our model.
Table 4 shows that the attentional model with our extensions is noticeably better than
the vanilla NMT and SMT in terms of BLEU scores. The use of POS tags helps the
decoder to have more opportunities to choose correct target words. Because the English
POS tagset and Vietnamese POS tagset are different, the decoder has to implicitly learn
how to map these different tags. On the other hand, the universal POS tags are the same
for both languages and also have less number of tags than the original tags. This gives
the decoder a better chance to learn the mapping and predict target tags more correctly.
As proved by the results in Table 4, the NMT with universal POS tags (NMT + UPOS
tags) gives the best BLEU scores in both testsets (i.e., tst2013 and tst2015) and both
directions (i.e., en → vi and vi → en).

Table 4. Experiments on translation systems

Methods
en → vi vi → en

tst2013 tst2015 tst2013 tst2015
SMT 20.63 19.21 18.73 16.05
NMT 24.49 23.23 20.99 17.91

NMT + POS tags 25.17 23.47 21.85 19.11
NMT + UPOS tags 25.55 23.81 24.39 20.41

We show example outputs of the baseline and our methods in Table 5. The POS tags
are not outputted but are extracted from the attention layer for illustration. This is not
a long sentence so the POS tag predictions are correct. With the help of POS tags, the
outputs are able to generate sentences more correctly. Especially, when the POS tag



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.12, NO.1, 2021 97

Table 5. Example of translation systems

Source I planted a food forest in front of my house .

Reference Tôi đã trồng môt rừng thưc phẩm ở trước nhà tôi .

NMT Tôi đã trồng môt rừng ở trước nhà .

NMT + POS tags Tôi/Pp đã/R trồng/Vv môt/Nq rừng/Nn ở/Cm phía/Nn trước/Nn nhà/Nn tôi/Pp ./PU

NMT + UPOS tags Tôi/PRON đã/ADV trồng/VERB môt/NOUN rừng/NOUN thưc/NOUN phẩm/NOUN

trước/NOUN nhà/NOUN tôi/PRON ./.

mapping is 1-1 (i.e., the universal POS tag case), the output is better than the one with
original POS tags.

Experimental results of deep models indicate that it is beneficial for NMT to explicitly
incorporate linguistic knowledge by designing effective architecture, though the NMT with
deep layers is able to learn linguistic knowledge to some extent. Our method can also
be adapted to ConvS2S or Tranformer models because they also have the same attention
mechanism. However, we consider this adaptation as our future work.

5. Conclusion and Future Work. We have proposed a novel attentional encoder-
decoder for translation capable of integrating POS tags into neural machine translation.
Experiments on English-Vietnamese corpora showed our model significantly outperforms
sentence-level NMTs and achieved state-of-the-art performance on the datasets, which
proved the effectiveness of our approach.

As our future work, we aim to explore whether the attentional neural translation model
can benefit from other linguistic factors such as chunking tags, and named entity tags.
To the best of our knowledge, this study can be considered as the first work towards
fully-factored neural translation model for English-Vietnamese.
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