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Abstract. Neural machine translation systems including the latest Transformer models
represent translation units in the form of embeddings – vectors of real numbers. Such
continuous representations of translation units lead to smoother translation results, but
do not always guarantee better results due to wrong word translations, compared to sta-
tistical machine translation systems. Moreover, for low-resource language pairs, such
as Russian-Vietnamese, the errors of word translations in neural machine translation
systems are more aggravated. In order to solve the problem, we try different ways of con-
catenating source word embeddings with embeddings of their corresponding word transla-
tions, when building a Transformer-based translation system for the Russian-Vietnamese
language pair. As a result, we create two novel Transformer models: Transformer with
Long Encoder and Transformer with Short Encoder. In the Transformer with Long En-
coder source word embedding and translation embedding of single size are concatenated
to form a vector of double size. The Long Encoder reduces the size of the concatenated
embedding to single size with a linear layer, and then adds it with positional embedding
of the source word to create a final embedding. The Short Encoder resembles the Long
Encoder except for the linear layer. Instead, the Short Encoder creates word embedding
and translation embedding of half-size, and then concatenates them to form a concate-
nated embedding of single size. The experimental results show that the proposed models
provide better translation quality compared to the baseline Transformer model.
Keywords: Word translation, Transformer, Neural networks, Neural machine transla-
tion, Russian-Vietnamese machine translation

1. Introduction. Machine translation is the task of translating texts from one language
to another with computers. On a very basic intuitively level, words from sentences of a
source language are replaced by words of a target language. Words as translation unit
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first come to mind naturally thanks to the fact that words are the smallest unit of mean-
ing in sentences. The first works of machine translation which were done at IBM are
word-based statistical models [1]. Obviously, using word-based statistical models has a
disadvantage of translation quality, because stable phrases of source languages are bro-
ken down into pieces before translating. In order to solve the problem, in years 2000s
phrase-based statistical machine translation [2] (phrase-based SMT) was developed to re-
place word-based statistical models. However, phrase-based SMT has its own problem.
Each phrase is used independently not considering its meaning relative to other phrases.
Developments of neural machine translation (NMT) [3, 4, 5, 6] have successfully handled
the problem by representing translation units as embeddings – vectors of real numbers.
Now translation units can be compared to each other. Recently a new NMT paradigm
with the name of Transformer [7, 8] has revolutionized the task of machine translation
by providing self-attention mechanism. Translation units can be compared and aligned
not only between the source and target side, but also in the same side. Thanks to that
advantage, Transformer models have replaced SMT and other NMT models to become the
state-of-the-art translation paradigm. However, Transformer models have a flaw. Their
continuous representation of translation units gives smoother translation results, but does
not always guarantee better results due to wrong word translations. In [9] the researchers
have addressed the problem by introducing Transformer with Gated Encoder incorporat-
ing word translation. They also propose dictionary approach to obtaining one-to-one word
translation table. For a source word, its translation is a word in the target side with the
highest lexical translation probability among all possible translations available in a word
translation dictionary. The lexical translation probability is obtained from the alignment
of parallel corpus. In Gated Encoder the embedding of source word is added by its trans-
lation embedding of the same dimension weighted with a certain amount. They reported
translation quality improvement when translating from Chinese into English. Inspired
by their work, we have applied their method for the Russian-Vietnamese language pair.
Unfortunately, our preliminary experiment results have showed an insignificant improve-
ment compared to the baseline Transformer model without deploying word translation.
Such results urge us to find other ways to incorporate word translation into the Trans-
former model. In [10] the authors have incorporated linguistic features, such as lemmas,
part-of-speech tags into an attentional encoder-decoder network [3] with recurrent neural
networks [11] by concatenating their embeddings with embeddings of source words. In
[9] the authors state that the reason they do not use concatenation of embeddings of
source word and corresponding word translation is that Transformer multi-head attention
layers and feed forward network sub-layers require input sequence and output sequence
to have the same dimension. In this work, we try different ways to concatenate source
word embeddings and their corresponding word translation embeddings, while keeping
the dimension of concatenated input sequence equal the dimension of output sequence.
According to ways of concatenating embeddings, we create different Transformer encoders
to improve incorporation of word translation.

The rest of the paper is divided into three sections. We propose Transformer encoders
in Section 2. Section 3 presents and analyzes the results of our experiments. Finally,
Section 4 summarizes our work and gives our main conclusions.

2. Transformer Encoders Incorporating Word Translation. Transformer is a se-
quence to sequence model. The Transformer encoder encodes a sequence of Russian
words x = {xi, for i = 0, . . . , |x| − 1} with the length |x|, where xi is a word at position
i in a sequence of context vector D = {di, for i = 0, . . . , |x| − 1} of the same length,
where di ∈ Rd has d dimensions. The Transformer decoder decodes the sequence of con-
text vector D into a sequence of Vietnamese words y = {yi, for i = 0, . . . , |y| − 1} of the
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length |y|. In the following we detail variations of Transformer encoder with the aim of
incorporating word translation.

2.1. Long Encoder. The encoder first looks up each Russian word xi in the word trans-
lation dictionary to find its translation wi. If the Russian word does not exist in the
dictionary, the encoder will return token <unk>. The Russian word, and its translation
are then passed through embedding layers embedderx and embedderw, respectively, to
get word embedding ti ∈ Rd of dimension d and word translation embedding ei ∈ Rd

of dimension d. Embeddings ti and ei are then concatenated to form a vector ui ∈ R2d.
Meanwhile, the position i of the Russian word xi is passed through a positional embedding
layer embedderi to get a positional embedding pi ∈ Rd. The encoder projects embed-
ding ui to embedding vi ∈ Rd with a linear layer, and then adds embedding vi weighted
by a factor

√
d with positional embedding pi to create an embedding ci. Mathematically,

a linear layer is represented by the following formula:

vi = Wui + b, (1)

where W ∈ Rd×2d and b ∈ Rd are parameters to be learned. The encoder repeats the
previous steps for all Russian words xi in sentence to create a sequence C = {ci, for i =

0, . . . , |x| − 1} of embeddings ci, where ci ∈ Rd, and ci =
√
d × ti + pi. Then we

apply a dropout layer dropout to the sequence C to get a sequence D = {di, for i =
0, . . . , |x| − 1}, where di ∈ Rd. Finally, the sequence D is passed through a sequence
of N encoder sublayers encoder_layern, for n = 0, . . . , N − 1 to get a sequence of
context vectors. Essential parts of an encoder_layern are a self-attention layer and a
position-wised feed forward layer. Step-by-step procedure of the encoder is presented in
Algorithm 1.

Algorithm 1 – Long Encoder: Encodes a sequence of Russian words in a sequence of
context vectors with the help of a linear layer

Input: A sequence of Russian words x = {xi, for i = 0, . . . , |x| − 1}
Output: A sequence of context vectors D = {di, for i = 0, . . . , |x| − 1}
1: for i = 0 to |x| − 1 do
2: wi = lookup(xi)
3: ti = embedderx(xi)
4: ei = embedderw(wi)
5: ui = concat(ti, ei)
6: vi = linear(ui)
7: pi = embedderi(i)

8: ci =
√
d× vi + pi

9: end for
10: D = dropout(C), where C = {ci, for i = 0, . . . , |x| − 1}
11: for n = 0 to N − 1 do
12: D = encoder_layern(D)
13: end for

2.2. Short Encoder. The Short Encoder bears a close resemblance to the Long Encoder
except for the linear layer. The Short Encoder does not apply the linear layer to project
embeddings to d-dimension space. Instead, the encoder passes Russian words, and their
translations through embedding layers embedderx and embedderw to get word embed-

ding ti ∈ R d
2 of dimension d

2
and word translation embedding ei ∈ R d

2 of dimension d
2
.

Embeddings ti and ei are then concatenated to form a vector ui ∈ Rd of dimension d.
Step-by-step procedure of the encoder is presented in Algorithm 2.
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Algorithm 2 – Short Encoder: Encodes a sequence of Russian words in a sequence
of context vectors

Input: A sequence of Russian words x = {xi, for i = 0, . . . , |x| − 1}
Output: A sequence of context vectors D = {di, for i = 0, . . . , |x| − 1}
1: for i = 0 to |x| − 1 do
2: wi = lookup(xi)
3: ti = embedderx(xi)
4: ei = embedderw(wi)
5: ui = concat(ti, ei)
6: pi = embedderi(i)

7: ci =
√
d× ui + pi

8: end for
9: D = dropout(C), where C = {ci, for i = 0, . . . , |x| − 1}
10: for n = 0 to N − 1 do
11: D = encoder_layern(D)
12: end for

3. Experiments.

3.1. Experiment corpus. Our parallel corpus consists of 33,027 Russian-Vietnamese
sentence pairs. The numbers of tokens in Russian sentences are from 10 to 20, exclusively.
Sentences contain only alphabetic, numeric and punctuation characters. The Russian sen-
tences are extracted from News Commentary data1 of Shared Task: Machine Translation
of ACL 2013 Eighth Workshop on Statistical Machine Translation. By translating the
Russian sentences we create a set of corresponding Vietnamese sentences. Our paral-
lel corpus is divided randomly into three parts: training, development and testing with
the sizes 30,027, 1,500, 1,500, respectively. Our corpus devision approach proceeds very
much in the same way as indicated in works studying machine translation for low-resource
language pairs [12, 13].

Table 1 shows the number of sentences, the number of tokens, the number of tokens per
sentence, and the number of unique tokens (dictionary size) in the training, development
and testing datasets. In sentences tokens are separated by white spaces.

Table 1. Summary of the experiment corpus

Number of
Russian Vietnamese

training development testing training development testing
Sentences 30,027 1,500 1,500 30,027 1,500 1,500
Tokens 438,875 21,820 21,941 693,681 34,436 34,651

Tokens per sentence 14.6 14.5 14.6 23.1 23.0 23.1
Unique tokens 46,789 7,520 7,450 5,402 1,985 2,058

3.2. Experiment setup.

3.2.1. Building lexical translation dictionary for the Russian-Vietnamese language pair.
We obtain Lexical Translation Dictionary from the training dataset of the bilingual corpus
which sentences are already tokenized. Russian sentences in the corpus are tokenized
simply by split operation, given that Russian words are delimited by white spaces. As in
the case of Chinese language [17], Vietnamese is an isolated language with white spaces
seperating not words, but syllables, so we tokenize all Vietnamese sentences in the corpus
into sequences of words by an external tool provided in [14]. After that, we use GIZA++

1Download at: http://www.statmt.org/wmt13/training-parallel-nc-v8.tgz
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toolkit [15] to align Russian and Vietnamese words. Based on these alignments we create
lexical translation table with the help of Moses toolkit [16] which was initially used for
phrase-based SMT. Among translations of a Russian word in the lexical translation table,
we select the one with the highest translation probability. We do similar lookup for
all Russian words in the lexical translation table, and thus, create a one-to-one word
translation dictionary. The head of the dictionary is presented in Table 2. An example
of a Russian sentence translated to a sequence of word translations with the use of the
one-to-one dictionary is presented in Example 3.1.

Example 3.1. Russian sentence: “жизнеспособная медицина также требует
сравнения расходов на здравоохранение с расходами на другие социально важные
нужды”.

Word translations: “khả_thi y_học huy_hoàng đòi_hỏi so_sánh chi_tiêu chợ y_tế
jaradua chi_tiêu chợ khác bất_công perminov nguyên”.

Table 2. Head of word translation dictionary

Index Source word Word translation

1 метро tàu_điện_ngầm

2 постсоветская hậu

3 администрация chính_quyền

4 прилагая cần

5 типичного bình_thường

6 аппаратом tàu_vũ_trụ

7 насладиться tận_hưởng

8 традицию truyền_thống

9 проверил thử_nghiệm

10 обладающие chuyên_nghiệp

3.2.2. Evaluating the proposed Transformer encoders for translating Russian into Viet-
namese. To evaluate the proposed models we perform four experiments. In each exper-
iment we build and evaluate a word-to-word Transformer model from a set of models:
baseline Transformer model, Transformer with Gated Encoder [9], proposed Transformer
with Long Encoder and Transformer with Short Encoder. Transformer with Long Encoder
has a greater number of parameters than the other models. Because it has parameters
W ∈ Rd×2d and b ∈ Rd of the linear layer mentioned in Equation (1) as well as standard
parameters of a Transformer model.

We base our Transformer implementations on the work of Ben Trevett2 with the fol-
lowing hyper-parameter values: the dimension of context vectors – 256, the number of
encoder/decoder sublayers equal to the number of decoder sublayers – 3, the number
of heads in multi-head attention layer – 8, the dimension of encoder feedforward layer
equal the dimension of encoder feedforward layer – 512, the level of dropout layers –
0.1. Regardless of the number of parameters in each Transformer model, we apply the
same procedure to training all Transformer models. For each Transformer model, first
we perform Xavier uniform initialization for all model parameters. Based on the former
values of model parameters we then calculate their present values which provide the least
cross-entropy loss in an epoch of the training dataset using Adam optimizer with a fixed
learning rate 5e−4 [19]. We repeat the calculation for 20 epochs of the training dataset,
and save the values of model parameters each time. Finally, among 20 sets of parameter

2Download at: https://github.com/bentrevett/pytorch-seq2seq
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values we select the one which provides the least cross-entropy loss in an epoch of the
development dataset.

After the model is built, we use the testing dataset to assess the model. Each Russian
sentence in the testing dataset is tokenized and fed to the model. The model gener-
ates a predicted Vietnamese sentence. After the translation is completed, all predicted
Vietnamese sentences are detokenized and compared with the corresponding Vietnamese
sentences of the testing dataset. We evaluate the translation results in terms of BLEU
score. We use the natural language toolkit NLTK [18] to calculate the lowercase BLEU
score.

3.3. Experiment results and analysis. The BLEU scores of translation results by the
models are presented in Table 3.

Table 3. The BLEU scores of translation results

Experiment NMT model BLEU score
1 Baseline Transformer 34.45
2 Transformer with Gated Encoder 34.69
3 Transformer with Long Encoder 35.76
4 Transformer with Short Encoder 36.03

Compared to the baseline Transformer, an insignificant improvement of translation
quality (34.69−34.45 = 0.24 BLEU) by Transformer with Gated Encoder is revealed. The
result is the motivation for us to propose other translation models. Our experiment results
support our proposal, in fact, we succeed in raising BLEU score by 35.76− 34.45 = 1.31,
using Transformer with Long Encoder. Surprisingly, the best model is Transformer with
Short Encoder, although it has fewer parameters, compared to Transformer with Long
Encoder. An improvement of 36.03 − 34.45 = 1.58 BLEU by Transformer with Short
Encoder is reported, compared with the baseline Transformer. Moreover, our proposed
Transformer with Long Encoder and Transformer with Short Encoder outperform Trans-
former with Gated Encoder proposed in [9] by 1.07 and 1.34 BLEU, respectively.

Further analysis, which takes human judgement into account, is undertaken to verify
our findings. Let us consider the following examples.

Example 3.2. Russian sentence: “действительно, религиозная напряжённость
между суннитами и шиитами ирака возросла после свержения саддама”.

Meaning in English: “indeed, the religious tension between the sunnis and shiites of
iraq increased after the overthrow of the saddam”.

Vietnamese gold reference: “thật vậy, căng thẳng tôn giáo giữa người sunni và
người shiite ở iraq đã tăng lên sau khi saddam bị lật đổ”.

Translation by baseline Transformer: “thật vậy, căng_thẳng tôn_giáo giữa người
shiite và người shiite đã tăng lên sau cuộc tấn_công saddam”.

Translation by Transformer with Gated Encoder: “thật vậy, căng_thẳng tôn_
giáo giữa người shiite và người shiite đã tăng lên sau iraq lật_đổ saddam”.

Translation by Transformer with Long Encoder: “thật vậy, căng_thẳng tôn_
giáo giữa người sunni và người shiite đã tăng lên sau khi lật_đổ saddam lật_đổ”.

Translation by Transformer with Short Encoder: “thật vậy, căng_thẳng tôn_
giáo giữa người shiite và người shiite ở iraq đã tăng sau khi lật_đổ saddam”.

Example 3.2 shows that all NMT models, except for Transformer with Long Encoder,
give the same wrong translation “shiite” for the key Russian word “суннитами” (sunnis)
in the source sentence. However, we find that Transformer with Long Encoder and the
baseline model fail to keep the word “ирака” (iraq) in translation, while the other models
successfully do it. Besides, all models with word translation succeed in translating the
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word “свержения” (overthrow) into “lật_đổ”. Comparing the models with word trans-
lation to each other, we note that our proposed Transformer with Long Encoder and
Transformer with Short Encoder have better translation in overall meaning. This can be
explained by the fact that the word orders of translations by our models are more natural,
similar to the word order of the gold reference.

Example 3.3. Russian sentence: “они рассматривают любую критику саддама
как поддержку агрессивных действий америки”.

Meaning in English: “they see any criticism of saddam as supporting america’s
aggressive actions”.

Vietnamese gold reference: “họ thấy bất kỳ lời chỉ trích nào về saddam là sự ủng
hộ các hành động gây hấn của mỹ”.

Translation by baseline Transformer: “họ coi bất_kỳ lời chỉ_trích nào về sự
hỗ_trợ của saddam là những hành_động tích_cực của mỹ”.

Translation by Transformer with Gated Encoder: “họ coi bất_kỳ sự chỉ_trích
nào đối_với sự hỗ_trợ của saddam đã bị ủng_hộ bởi những hành_động nổi_tiếng của
mỹ”.

Translation by Transformer with Long Encoder: “họ coi bất_kỳ sự chỉ_trích
nào của saddam như ủng_hộ hành_động của mỹ”.

Translation by Transformer with Short Encoder: “họ coi bất_kỳ lời chỉ_trích
nào của saddam là sự ủng_hộ hành_động của nước mỹ”.

Example 3.3 shows the power of NMT models. In Example 3.3 all NMT models trans-
late “рассматривают” (see/consider) into “coi” (see/consider). Although the gold ref-
erence has a different word “thấy”, the meanings are almost identical. Moreover, Ex-
ample 3.3 proves the usefulness of our proposed Transformer with Long Encoder and
Transformer with Short Encoder. The models predict a short translation, but keep the
meaning of the source sentence almost the same. On the other hand, translation results
by the baseline Transformer and Transformer with Gated Encoder are lengthier, contain
many words in the gold reference, but the meaning is changed, compared to the source
sentence.

4. Conclusions. In this paper we have customized the baseline Transformer Encoder
for the Russian-Vietnamese language pair. We adopt different approaches to concatenate
source word embeddings with their corresponding word translations. The resulting Long
Encoder and Short Encoder have the capacity to incorporate word translation. Evidences
from analysis of experiment results by machine and human judgements support our idea.
The Transformer models with Long/Short Encoders outperform both the baseline Trans-
former, and the Transformer model with Gated Encoder, which was previously proposed to
incorporate word translation. Our study provides the framework for new ways to combine
word translation into NMT models. Nevertheless, our work clearly has some limitations.
Here we investigate word-to-word NMT models in spite of the fact that subword-based
NMT models have proved to be better models for many other language pairs. We are
now in the process of building subword-based Transformer models incorporating word
translation.
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