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Abstract. This study proposes a system that provides image-based clothing informa-
tion services in the fashion online market environment among various service industries.
This system learns data from CNN and creates a clothing classification system through
SAREKnet and VGGNet model. Then, the color was found through k-means and the
results were designed to be searched in the shopping mall. Unlike previous studies, we
propose the method of using both image search and text search, to increase accuracy. In
the future, it is necessary to study through the method of searching for whole-outfit, the
method of deriving more class, and the algorithm that can automatically find clothes.
Keywords: CNN, VGGNet, K-means clustering, Clothing classification, Image classifi-
cation

1. Introduction. AI is a key driver of the 4th industrial revolution due to the develop-
ment of deep learning that allows self-learning through given data by imitating human
neural networks. It is significant in that AI can process big data collected from various
data sensors such as IoT and create value on raw data. At present, AI is currently being
applied in various fields such as the public, automobile, education, and finance.

In this study, we propose a system that provides image-based clothing information ser-
vice in fashion online market environment among various service industries. The existing
online fashion market provides customer recommendation through customer data. Most
of these recommendation services have provided clothing search and recommendation
through past purchases record of customers and text-based keyword searches [5]. Howev-
er, there is a disadvantage in that the customer cannot find the desired image intuitively
and must find the appropriate keyword in the system.

For this purpose, we have developed a system that classifies clothes, recognizes colors
by using CNN (Convolutional Neural Networks) [6] structure, and then retrieves the
information directly to the shopping mall. The data set used DeepFashion [1], which
was reconstructed into a category that is frequently worn in Korea. We used CNN to
classify clothes. We used SAREKnet and VGGNet [7] which were designed by us. We
have developed a system for finding clothes using the k-means clustering algorithm [4]
and searching for them in the shopping mall.

The image-based clothing retrieval system proposed in this study is expected to provide
a more intuitive and highly customized service because it can find relevant products
through the image if the user has a photograph of the desired clothing.

2. Related Work. The first part of this section deals with image-based search research.
Next, we describe algorithms like artificial neural networks to be used in this paper.
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2.1. Image-based search research. In [5], Lim and Nang proposed a search result
model and a classification result model to improve the existing method and proposed a
method to combine each model. Through re-ordering, this paper supplemented the disad-
vantages of each model and suggested not only product search but also recommendation
service.
Ng et al. [10] proposed k-means and watershed segmentation algorithm were inte-

grated to improve the medical image segmentation. The existing algorithms have over-
segmentation and sensitivity to false edge-problems. Therefore, [10] introduced k-means
clustering to improve the algorithm to classify the image appropriately.

2.2. Related algorithm.

2.2.1. CNN (Convolutional Neural Network). CNN is a neural network mainly used for
image recognition, and the filter designated by the user is convolutioned with the input
image. CNN is composed of Convolution Layer, Activation Function, Max Pooling Layer
and Fully Connected Layer. When convolution between images is performed, the entire
image size is reduced, so the image size is maintained by using zero padding technology.
In this paper, we will recognize the type of clothes through clothes images, so we will use
CNN suitable for image recognition.
VGG16. VGG16 is a type of CNN pretrained through image of ImageNet. It has

16 layers and uses 224 × 224 sized image as input image. VGG16 is classified into 1000
classes, but we obtain output result using only 10 classes in Figure 1 of Section 3.1.

2.2.2. Color discrimination using k-means clustering. K-means clustering distributes all
pixels of the image in a space according to the RGB value and clusters it, as shown in
Figure 9. The RGB mean value of the clustering can be the representative color of the
cluster, and it can be made into a spectrum like the last image. In k-means clustering,
the meaning of k is divided into several clusters, and this paper set it as 5.

3. Main Results.

3.1. Image preprocessing. Dataset used DeepFashion: Attribute Prediction Dataset
[1] is produced by Multimedia Lab of The Chinese University of Hong Kong. However,
the previous dataset has too much data (289,222) and too many classes (5,621), so the
work was carried out to reason 5,265 datasets and 10 classes according to the Korean
clothing style. In addition, for high accuracy in learning, we also worked to identify
images that were misclassified or error.

Cardigan Coat Dress Hoodie Jacket
Jeans Leggings Shorts Sweatpants Tee

Figure 1. Classes of preprocessed dataset

In this paper, each image is resizing according to the bounding box, and the charac-
teristics of the clothes remain clear in the image. In order to apply VGGNet [7], the size
of the image is resized to 224 × 224, which makes it an area of interest that is easy to
recognize the characteristics of the clothes.

3.2. Image attribute recognition using convolutional neural network. In this
paper, we implemented two CNN models using keras and openCV in GTX980ti environ-
ment. The first is SAREKNet, a self-made model. SAREKNet has an advantage for small
computational complexity because it has an image size of 64×64×3 while the image size
of the VGGNet is 224× 224× 3.
SAREKNet, as shown in Figure 2, is composed of zero padding, convolution, and zero

padding and convolution again. Then Max pooling reduces the width and length of
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Figure 2. SAREKNet architecture

Figure 3. Result of SAREKNet
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the image by half and repeats these three times in total. The number of parameters of
SAREKNet is 9,736,490, which is less than the average CNN parameter value.
However, the results using SAREKNet have lower accuracy than general CNN as shown

in Figure 3. The reason for this is that the VGG16 has 13 convolution layers, while only
6 convolution layers of SAREKNet are used.
The second model used is VGG16 of ImageNet. VGG16 was used by transfer learning

weight with pretrained model. VGG16 has the same structure as Figure 4. Since it
should have a size of 224 × 224 as an input image, it uses a preprocessed image made
in the previous 3.1. It has 134,301,514 parameters, which is 13.8 times more than the
previous SAREKNet, which requires more time than SAREKNet in training. However,
because it learns through a larger number of convolution layers than SAREKNet, it has
higher accuracy than SAREKNet as shown in Figure 5. However, the result of transfer
learning without regularization is judged to be overfitting when the accuracy of the test
dataset converges to 1 and the accuracy of the validation (‘val’ in Figures 5, 6, 7, and 8)
dataset vibrates at about 75%. The overfitting result is difficult to apply to the actual
dataset. The regularization used to solve this problem will be explained with the results
in the following Section 3.3.

Figure 4. VGG16 architecture

3.3. Regularization. Regularization tuned the result by adjusting the value of ker-
nel regularizer and active regularizer provided by keras. L2 regularization was used for
kernel regularizer and L1 regularization was used for active regularizer. The following
Figures 6, 7, and 8 show the change of the loss value and the accuracy value when the
values of kernel regularizer and active regularizer are 0.01, 0.08, and 0.05, respectively.
As shown in Figure 8, it showed the most stable graph at 0.05 and used 0.05 when it
produced actual results.

3.4. K-means clustering. If the image is divided into 10 classes through the neural
network structure above, the color of the image is divided into the color of the image
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Figure 5. Result of VGG16 without regularization

Figure 6. Using 0.01
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Figure 7. Using 0.08

Figure 8. Using 0.05
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Figure 9. (color online) K-means clustering [4]

through k-means clustering, and the most color is represented by output. Dominant
colors in an image using k-means clustering [4] by Thakkar were used and the results are
as follows.

3.5. Web searching. Finally, we use the class value obtained by VGG16 model and the
color value obtained by k-means clustering using the code described in Figure 10 to float
the searched web. The site used for the search was “Coupang” site, a Korean distributor.

Figure 10. Code of web searching

4. Conclusions. In this paper, we design a system that classifies clothes using CNN
structure [6] and recognizes colors and searches shopping malls immediately. The dataset
was reconstructed to fit Korean style to increase the recognition rate, and the CNN
structure, which is widely used in deep learning to recognize images, was used to recognize
the attributes of clothes. Also, the color of clothes was recognized by using k-means
clustering, and as a result, if only the image of clothes is input, the clothes are searched
as similar as possible in the shopping mall based on the attributes of clothes and the color
of clothes. The attributes and color-based search used in this paper is a different approach
from the image search pursued in other papers. According to the results of Lim and Nang
[5], the accuracy of the top 1 is up to 51% and the top 20 is over 75%. However, text-based
search experiment in this paper can perform the search with a maximum accuracy of 77%
with only one test image. Based on this, it is thought that the future research shows the
possibility of research on the search method using both image search and text search.
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Finally, future studies are to create an improved clothing classifier using fast R-CNN
[8], faster R-CNN [9] and to recognize the shirts and pants at once without distinguishing
them separately and to increase the number of classes of dataset.
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