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Abstract. Medication error is one of the most common types of adverse events hap-
pening in healthcare. One of the root causes of medication error is that too many drugs
share similar characteristics in their names, shapes, and colors. However, the humans’
perceptual structure of images is not clearly identified yet. This study tried to apply un-
supervised learning techniques to discovering the possible underlying structure from drug
images. Totally 1,500 images selected from 15,080 images were analyzed and the result
suggested three dimensional structures of brightness, color and arrangement of images.
Drug images are allocated into four clusters: big tablet, white circular, dark colored oval,
and colored mixture. Further analysis for capturing shape characteristics is needed for
better classification.
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1. Introduction. Medication error is one of the most common adverse events happening
in every hospital. American Institute of Medicine’s IOM, 2006 reported that about 150,000
people die annually from drug use errors and 7,000 deaths due to medication errors [1].
A study in the United States estimates that 3,170 pairs of drugs are likely to be confused
because of similar pronunciations of their phonetic names, resulting in 14 percent of
patients who have had adverse drug reactions due to improperly prescribed medication.
The biggest problem with drug substitution is that there are too many types of drugs of
similar shape, and they are often placed close together. Moreover, there are no standards
regulating the shape of drugs nor specific warning systems for similar drugs produced by
different pharmaceutical companies. Numerous pharmaceutical companies in the world
produce lots of drugs. Even though a company wants to differentiate the shape of drugs on
their own, it is very difficult to achieve because there is no identified structure covering all
drugs manufactured by other companies. In this sense, identifying the similarity structure
of drug shapes is a starting point to understand the confusion in perception.

This study tries to identify the underlying perceptual structure showing how people
perceive similar and different drugs. The challenges are that there are too many drugs
to identify structure empirically, and there are limitations on human’s perception and
working memory. Human’s limitation on working memory makes it difficult to conduct
comparisons of many things together, which makes it infeasible to build a database to
explain human confusion empirically. Instead, exploring the overall classification scheme
by artificial intelligence technique could give a direction for an in-depth investigation in the
future. Recently, there was a big progress in image processing and classifications by using
deep learning algorithms. This study adopted unsupervised learning technique to identify
the underlying structure of drug perception. Since there is no learning data set available,
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it is impractical to apply supervised learning or reinforced learning techniques. We used
principal component analysis to visualize the aspects of the images coordinates in a pair
of features. As projected images were visualized, we adopted the vector quantization for
clustering images. Subject matter experts decided the name of clusters and axis by Delphi
method.

2. Background.

2.1. Medication errors. Errors happening in the course of medication administration
are very complex since it is involved with several steps from prescription, documentation,
transcription, dispensing, and administration. One of the most common types of error is
confusion of drugs because of their unnecessary similarity in name, shape, color, etc. [3].
Similar name causes confusion mostly in the prescription stage since physicians usually
write prescriptions based on either the generic or brand name. On the other hand, simi-
larly looking drugs cause confusion on dispensing and administrating stage. The shapes
of drugs are mostly designed for the effective delivery of core substance, but the external
characteristics, such as, color and shape, are not of great concern. Some company applies
specific color and shape to building a brand image, but most drug manufacturers try to
reduce the manufacturing cost by not changing the external shape of the drugs. For these
reasons, there is a tendency that external shape of the drugs is similar one another. To
prevent confusion several healthcare institutions have adopted automated drug dispenser,
which actually helped reduce medication errors, but it is difficult to deny the potential
threat of similarly looking drugs even for the over the counter drugs.

2.2. Similarity & discriminations. The limitation of human perception causes con-
fusions and errors when differentiating similarly looking drugs. This type of confusion
may happen not only for the tablets and pills, but also many other applications. Simi-
larity between two objects is defined as the degree how much commonalities are observed
between them [4]. By calculating quantifiable distances between observations, similarity
distribution shows which observations are similar to others. The shared nearest neighbors
(SNN) uses the extent to which data points share the nearest neighbor. In particular, the
two data points shared if they are in the same category in each K cluster [5]. Since the
type and range of features depend on the method of measuring similarity, the common
way is to calculate the difference between the two features. Euclidean distance is a metric
which measures the distance between each feature geometrically. In this study, we used
the Euclidean distance to measure the similarity distance of each pill image.

2.3. Unsupervised learning. Unsupervised learning is a type of self-organized learn-
ing process that helps find previously unknown patterns in data set, which is contrasted
against supervised learning or reinforcement learning. As compared to supervised learn-
ing, it is known as self-organization and allows modeling probability densities of given
inputs [6]. As a hybrid method, semi-supervised learning uses supervised and unsuper-
vised techniques together. A central application of unsupervised learning is in the field of
density estimation in statistics [3], though unsupervised learning encompasses many other
domains involving summarizing and explaining data features. Unsupervised learning is
different from supervised learning in a sense that unsupervised learning intends to infer an
a priori probability distribution whereas supervised learning intends to infer a conditional
probability distribution conditioned on the label of input data.
Two of the main methods used in unsupervised learning are principal component and

cluster analysis. Cluster analysis in unsupervised learning is to group, or segment, da-
ta sets with shared attributes in order to extrapolate algorithmic relationships. Cluster
analysis is a branch of machine learning that groups the data that has not been labelled,
classified or categorized. Instead of responding to feedback, cluster analysis identifies
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commonalities in the data and reacts based on the presence or absence of such common-
alities in each new piece of data. This approach helps detect anomalous data points that
do not fit into either group.

3. Method. In order to discover the latent structure of image perception, unsupervised
learning algorithm was used. The tablet images used in this study are from the online
medical library provided by the Ministry of Food and Drug Safety. The library provides
drug images which are used in South Korea. Among various types of drug images tablets,
pills and capsules to be consumed by mouth are selected for this study. Because the
data set includes several irregularities, preprocessing steps were necessary to get a better
image. In the preprocessing of the image files, the size of each image was cut to be 1,179
× 473 pixels with 24 bit colors. Unnecessary letters or image noises were cleaned up
and the background color was set to bright blue to show the image of tablets clearly.
Through the preprocessing process totally 15,080 images were included as the total set
of analysis data. Figure 1 shows sample images of the analyzed data, which includes
common white/colored circular tablet, capsules with single or mixed color, oval tablets,
coated pills, etc. Because some tablets have different marks on front or back face, two
images showing both sides are captured.

Figure 1. Sample images of tablets and pills

Analysis. Among various unsupervised learning methods, vector quantization was se-
lected for this study. Vector quantization is similar to typical k-means, but k-means is not
maximizing likelihood. Instead, it can be treated as a greedy algorithm for approximately
minimizing a loss function related to data compression. The basic idea of vector quantiza-
tion is to replace each real-valued vector xi ∈ RD with a discrete symbol zi ∈ {1, . . . , K},
which is an index into a codebook of K prototypes, µk ∈ RD. Each data vector is encoded
by using the index of the most similar prototype, where similarity is measured in terms
of Euclidean distance.

For the analysis, 1,500 images are randomly selected from the whole image set. As the
first step, load the image into the memory and flatten the array of the images. The images
were serialized by extracting the three color features (R, G, B) and feature vectors. The
array of the images was created into pickle file for serializing python objects’ structure.
Then, the flattened features were extracted by principal component analysis. Principal
component analysis requires choosing proper number of principal components by the
eigenvalues. From the main principal components identified, the drug images are classified
based on the vector quantization and allocated to the closest cluster. The dimensions of
principal components were named through Delphi method by domain experts.
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4. Results. The first step of the analysis is finding an appropriate number of principal
components. Among several ways to determine the number of principal components, we
used scree plot. Figure 2(a) indicates that three-component structure can explain the
data structure fairly well. Similarly, the number of clusters is obtained through elbow
method. The kink point in Figure 2(b) shows that four cluster is good enough to separate
tablet images.

(a)

(b)

Figure 2. Scree plot for principal components and clusters

Cluster analysis result revealed three-dimensional structure: the first dimension is
brightness of color, the second dimension is layout of the tablets in the image, and the
third dimension is red-blue colors. Tablets are arranged from light to dark color along
the first axis. The second axis is found to be the arrangement of tablet images. Some big
tablet images are overlapping whereas small tables are displayed in parallel. This differ-
ence in arrangement was depicted by the principal component analysis. Pills or capsules
with different colors are arranged on the third axis from blue to red colors. Since the
color space is too big, there are several outliers on the axis, but there is a notable trend
along the axis.
The identified clusters are four. Cluster 0 is located lower right quarter, which contains

mostly dark images. A closer look revealed a mixture of dark tablets and capsules. Cluster
1 is located on the lower left corner of Figure 3(a). It includes bright color images on
the left and shows oval shape of yellow and orange pills on the right. Cluster 2 is in the
upper center of Figure 3(a). The characteristics of Cluster 2 are not from the tablet but
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(a) Axis 0 – Axis 1 (b) Axis 0 – Axis 2

(c) Axis 1 – Axis 2

Figure 3. Axis structure and identified clusters

the arrangement of images. Because the capture image is real size showing on both sides,
bigger tablets cannot fit in the frame; thus two tablet images cannot be aligned on the
center. The commonality of Cluster 2 therefore is big sizes. Cluster 3 is located in between
Cluster 0 and Cluster 2. Tablets and pills in Cluster 3 show therefore the characteristics
of Clusters 1 and 0, but as compared to Cluster 0, Cluster 3 has blue colored tablets more.

5. Discussion. Experimental results showed that both tablet characteristics and image
characteristics influence the classification result. Especially, the unparalleled arrangement
of the big tablets that does not fit in the frame influences the classifications. Three
dimensions identified by principal component analysis suggest that color and arrangements
are important factors differentiating tablets and pills, which is matching with human’s
perception of objects by the shape and color. The color differentiation was two folds: one
for the brightness of the color and the other for the blue-red differentiation. Different
from the expectation, the shape of the tablets is not obviously identified as a separate
dimension. It could be because of the selection of features used in the unsupervised
learning. The characteristics of vector quantization algorithm are highly dependent on
the identified principal component. Over the quantization process, shape features might
be dropped which hides the effects of shapes. Since the image is bitmap composed of red,
green, and blue and the color depth is decreased over the quantization. Since the shape
is detected by the edges where the color changes abruptly, edge line is mangled through
the process. Proper preprocessing may be necessary to depict the shape characteristics.
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Several computer vision based approaches have been suggested to accurately recognize
pills. Caban et al. [8] proposed the method that detected the contours of the pill and
calculated the distance vector. Yu et al. [9] focused on imprint of the pill images with
modified stroke width transform. Wang et al. [10] adopted the GoogLeNet Inception
Network [11] for automatic recognition of pill images with data augmentation. Color and
shape are the main features for pill identification. As seeing the result of the unsupervised
learning, we expect to be able to classify the entire pill image data with deep learning
algorithms.

6. Conclusion. The findings of this study suggest that the underlying structure of drug
images could be brightness and color of the drugs. Because of large amount of drugs
and their features, identifying perceptual structures by human subject experiment is not
feasible. Deep learning techniques could provide guidelines or directions to reduce the
number of experiments. This study tried unsupervised learning for the drug images, but
the result needs also to be verified by human subject experiment.
Medication errors are the most common type of adverse events happening in hospitals.

Medication errors are typical types of a systemic problem. Errors in the system may
be viewed as the end result and not the cause. Thus, rather than focusing on changing
the behavior of every healthcare worker, hospitals are now trying to understand how
the system failed. This approach is designed to introduce barriers and safeguards at
every level so that a mistake can be caught before the drug is given to the patient. In
this sense, understanding human’s perception of drugs could be a good starting point to
prevent errors caused by confusion.
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