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Abstract. With the steady population growth, the crowd phenomenon in public areas
is becoming more and more frequent. In the past decades, many deadly accidents have
been caused by dense human crowds. Therefore, crowd density estimation from images
or videos plays an essential role for crowd monitoring and safety control. In this paper,
we propose a crowd density estimation method based on the Taylor expansion and the
local binary count descriptor. The Taylor expansion is first applied to the crowd image,
and then the most discriminative features from the transformed image are extracted by
using the block-based local binary count pattern. Finally, these features are classified
by the support vector machine. Experiments on the PETS 2009 dataset are provided to
demonstrate the feasibility of the proposed approach.
Keywords: Crowd density estimation, Taylor expansion, Local binary count, Support
vector machine

1. Introduction. With the growth of population, large-scale gatherings of people can be
observed in public places such as airports, subway stations, and shopping malls. Crowds
in an area may grow unexpectedly; therefore, a large number of people can be viewed
as a potentially dangerous phenomenon. To detect potential risk and to prevent mor-
tal accidents, crowd monitoring is a very important task in the security community for
emergency and safety control. Crowd density estimation has become a hot research topic
in the intelligent video surveillance area. It is an effective way for crowd monitoring and
management. A lot of work has been devoted to studying crowd density estimation in
still images [1, 2].

Generally, like most pattern recognition problems, the feature extraction in the crowd
density estimation problem is crucial to the whole classification process. In order to esti-
mate the crowd density, crowd features of different density levels should be identified and
extracted, and then an appropriate and efficient classification model is used to discrim-
inate the crowd density based on these features. Texture is an important image feature
that has been used for characterization of images. Images of crowds with different den-
sities present distinct texture patterns. According to this assumption, Marana et al. [3]
presented a technique based on the differences of texture patterns of the crowd images to
estimate the number of people. To accurately model texture in the crowd image, Wu et
al. [4] presented a perspective projection approach to generate a series of multi-resolution
density cells and to calculate the density distribution of the crowded image by texture
analysis and learning technique. Ma et al. [5] proposed a patch-based density analysis
framework for crowd estimation. For each patch, a novel texture descriptor based on
co-occurrence of gradient patterns is extracted and used for classification. Fradi et al. [6]
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proposed an approach for crowd density estimation at the patch level, and they also pro-
posed to learn a discriminant subspace of the high-dimensional local binary pattern (LBP)
raw feature vector where samples of different crowd density are optimally separated. Pai
et al. [7] proposed a texture feature-based approach for the estimation of crowd density
where two texture features namely uniform LBP and Gabor filter are used. The two
feature sets are computed separately over different crowd images and concatenated before
being given to a classifier for classification.
To estimate the crowd density in an image can be viewed as a texture classification

problem. In addition to extracting the discriminative textural features, the selection of
a good classifier is also crucial for texture classification. From Bayes classifiers to neural
networks, there are many possible choices for an appropriate classifier. Among these, the
support vector machine (SVM) [8, 9, 10, 11] would appear to be a good candidate because
of its ability to generalize in high-dimensional spaces, such as spaces spanned by texture
patterns. Except for the aforementioned texture-based approaches, some techniques for
crowd density estimation using SVM have been proposed [12, 13, 14].
Due to its discriminative power and low computational complexity, the LBP [15] and its

variants have become a very popular texture descriptor used for classification in different
applications of computer vision, image analysis, and pattern recognition [16, 17, 18, 19,
20]. A novel texture descriptor named as local binary count (LBC) [21] is a variant of
LBP. It ignores the local binary structure of LBP by only counting the number of value
1’s in the pattern. Although they dramatically simplify the geometric structure, both
LBC and LBC-like features have been used with success for texture classification. In this
paper, we adopt the Taylor expansion to transform a crowd image, and then the block-
based LBC descriptor is applied to extracting and encoding the texture features from the
transformed image. We use the SVM to classify the texture features for crowd density
estimation. Experimental results indicate that the proposed approach can produce a
higher classification rate.
The remainder of this paper is organized as follows. In Section 2, the process of applying

the Taylor expansion to an image and the basic concept of LBC are introduced, and then
the proposed approach is described. The experimental results and discussions are given
in Section 3. The conclusions are summarized in Section 4.

2. Methodology.

2.1. Taylor pixel feature. In some applications of computer vision, we can obtain more
useful information from an image in a different representation by mapping the original
data set into new data points. In addition to the well-known transformation methods,
such as Fourier transform, discrete cosine transform, and discrete wavelet transform, the
Taylor expansion has been regarded as an extremely powerful tool for studying the image
processing algorithms [22, 23]. To extract more discriminative facial expression features
from the image sequence, the Taylor expansion is applied to every pixel in the facial image
and then the Taylor pixel feature can be obtained for facial expression classification [24].
The Taylor expansion is the standard technique used to obtain a linear or a quadratic

approximation of a function of one variable. Let a pixel at a certain location be denoted
as c = (xc, yc), and fn(c) be the nth-order Taylor pixel feature of the pixel c. According
to the definition of the Taylor expansion theorem, fn(c) can be approximately defined as:

fn(c) =
n−1∑
k=0

f (k)(α)(gc − α)k

k!
+

f (n)(α)(gc − α)

n!
, (1)

where gc is the gray value of the central pixel c. Therefore, the first-order Taylor pixel
feature of the pixel c can be expressed as follows:
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f1(c) =
f (0)(α)(gc − α)0

0!
+

f (1)(α)(gc − α)

1!
, (2)

f (1)(α) =

{
1, gc ≥ α
−1, gc < α

, (3)

where f (0)(α) denotes the average gray value of all the pixels in a 3 × 3 image region,
while α is the average gray value of the 3×3 neighborhoods surrounding the central pixel
c.

2.2. Local binary count. The basic idea behind LBP is that an image consists of mi-
cropatterns. The LBP histogram contains information about the distribution of local
micropatterns over the whole image. However, two drawbacks of LBP are 1) it is not
very robust against local changes in the texture, and 2) it may not work properly for
noisy images or on flat image areas of constant gray level [16]. In order to overcome
the aforementioned shortcomings of the existing LBP operator, a novel feature descriptor
named LBC is proposed [21]. The LBC can extract the local binary grayscale difference
information, and totally abandon the local binary structural information.

The LBC can be viewed as a variant of LBP for texture classification. The basic
concept behind LBC and LBP is the same in thresholding the local neighboring pixels,
but it differs in the encoding phase by counting the number of value 1’s in the local
neighbor set of LBC rather than applying binary encoding in the LBP. As a result, the
LBC can be defined as follows:

LBCP,R =
P−1∑
p=0

s(gp − gc), (4)

s(x) =

{
1, x ≥ 0
0, x < 0

, (5)

where gc is the gray value of the central pixel c and gp is the gray value of the neighbor
pixel on a circle of radius R, and P is the total number of the neighbors. Figure 1 gives
a comparison of the coding schemes of LBP and LBC in a 3× 3 pixel block.

Figure 1. Illustration of the coding schemes of LBP and LBC

2.3. The proposed approach. In order to retrieve the density information of a crowd
image, we develop a two-stage approach to extract the discriminative texture features.
First, the Taylor expansion is applied to the crowd image and then the Taylor pixel
feature image is obtained. Second, to consider the grayscale difference information with
the spatial relationship of the image content, the transformed image is partitioned into
small non-overlapping regions {R1, R2, . . . , RM}, where each region has the same size
commonly. After that, we apply the LBC operator on every pixel in every region. The
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LBC histogram for every region is calculated, and then all histograms are concatenated
into one feature vector that represents the image. The concatenated feature vector which
implicitly embeds the local information provides a better crowd feature representation
and describes the image content accurately.
After feature extraction, the next task is to classify the different texture patterns into

distinct defined classes with a proper classifier. The SVM is a very powerful and versatile
machine learning model [25]. It can be used for data classification or to solve the nonlinear
regression problem. In our approach, to classify the crowd density with different texture
pattern is performed by adopting an SVM.
SVM has been shown to be very effective because it has the ability to find the optimal

separating hyperplane that gives the maximum margin between the positive and negative
samples. Given a training set of labeled samples {(xi, yi), i = 1, . . . , h}, where xi ∈ Rn

and yi ∈ {+1,−1}, a new test data x is classified by:

f(x) = sign

(
h∑

i=1

φiyiK(xi, x) + c

)
, (6)

where φi are Lagrange multipliers of the dual optimization problem, c is a bias or thresh-
old parameter, and K(·, ·) is a kernel function. In our work, we used the GPU-based
LIBSVM [26] in all experiments.

3. Experimental Results. To show the effectiveness of the proposed approach, some
experiments on the PETS 2009 [27] are presented. As a public and comprehensive bench-
mark dataset, the PETS 2009 contains multi-view sequences to show different crowd
scenarios in an outdoor environment. These scenarios include: (1) Dataset S1 for person
count and density estimation, (2) Dataset 2 for tracking of individual(s) within a crowd,
and (3) Dataset 3 for detection of flow and crowd events. In this paper, we mainly con-
ducted experiments on some frames from S1 and S2 for the evaluation of crowd density
estimation.
Initially, we manually divide the frames into blocks of size 226×226 which corresponds

to an area approximately equal to 13 m2 based on the descriptions of Fradi et al. [6].
Table 1 shows the different crowd density levels according to the range of people in 13
m2, and some image block samples from the PETS 2009 dataset are shown in Figure 2.
Afterward, we labeled these image blocks according to the congesting degrees of the crowd
defined in Table 1. Because the number of people in the image blocks could not reach the
jammed flow level, only four levels are used for experiments.

Table 1. Different level of crowd density

Crowd density levels Number of people
(
for 13 m2

)
Free flow < 7

Restricted flow 7-10

Dense flow 11-16

Very dense flow 17-26

Jammed flow > 26

Since we adopt the block-based feature extraction strategy, the number of blocks is
an important factor that influences the classification quality. We want to show that the
appropriate block number is necessary to obtain better classification results. The results
are presented in Table 2. As the observation in our previous work, it can be seen that the
classification rate is improved generally as the number of blocks increases. However, a
basic principle states that the number of blocks should be large enough so that the texture
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Figure 2. Images with different crowd density levels in PETS 2009

Table 2. Classification rate (%) with different block numbers

Block numbers 2× 2 3× 3 4× 4 5× 5
Accuracy 92.50 92.63 93.43 94.98

Block numbers 6× 6 7× 7 8× 8 9× 9
Accuracy 93.80 94.10 93.83 92.95

Table 3. Classification rate (%) of different methods

Methods Classifier Accuracy

Uniform LBP [15] SVM 85.7
LBP + PCA + LDA [6] SVM 89.8

LBP + Gabor [7] SVM 90.3
TFP [24] SVM 92.7
Ours SVM 94.9

features can be represented reliably. On the other hand, it should be small enough to
accurately describe the local textures of a crowd image [28]. From the experimental result,
in order to satisfy both classification accuracy and computation effort requirements, the
appropriate number of blocks is 5×5 which can provide better classification performance.

In order to justify the performance of the proposed approach, we compare our approach
with other texture-based methods in [15], [6], [7], and [24]. An LBP is called uniform if it
contains at most two bitwise transitions from 0 to 1 or vice versa when the corresponding
bit string is considered circular [15]. The uniform LBP can reduce the high dimension
of the original LBP feature vector. In [6], the principal component analysis and linear
discriminant analysis are used to enhance the discriminative and descriptive power of LBP
features. In [7], LBP and Gabor features are computed separately over different crowd
images and concatenated for estimating the crowd density. The basic concept behind the
Taylor feature pattern (TFP) [24] is that it combines the Taylor expansion and LBP. The
experimental results are shown in Table 3. It can be observed that although LBP features
are good texture descriptors, they fail to characterize the crowd image sufficiently. If we
combine other texture features with the LBP, the discriminative ability of LBP will be
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enhanced. However, the number of patterns of LBC is considerably smaller than that of
LBP when using the same number of neighboring pixels. Consequently, the performance
of the LBC-based approach is comparable to LBP-based one in terms of classification
accuracy with much less execution time and computational complexity. It can be seen
that all the methods perform well on classifying crowd density levels, but our approach
provides significant higher accuracy than any other feature.

4. Conclusions. Crowd density estimation has drawn a lot of attention in intelligent vi-
sual surveillance applications for crowd monitoring and management. Among the existing
proposed methods for crowd density estimation, using the texture feature to characterize
the crowd density in the image is a simple but effective approach. In this paper, we inte-
grate the Taylor expansion and the block-based local binary count pattern to extract the
texture features for crowd density estimation. Evaluations on PETS 2009 dataset demon-
strate that the proposed approach can obtain a significant improvement in classification
performance. Further work of integrating other local texture patterns into our approach
is in progress.
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