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Abstract. This paper proposes practical preprocessing methods for effective training
of the deep learning model, taking into consideration the characteristics of image data
used to detect cracks on the road surface. Convolution deep neural network extracts and
recognizes features of a region included in an image, and classifies the image based on
the features. However, collected raw image data do not guarantee the effective training of
the deep learning model because the characteristics of the crack region and the non-crack
region are not clearly distinguished and irregular noises are included in the raw image
data. Therefore, we propose the preprocessing methods that can improve the performance
of deep learning model in order to solve these problems.
Keywords: Road crack, Crack detection, Image processing, Deep learning, CNN

1. Introduction. Recently, due to the remarkable development of image processing and
machine learning technologies, deep neural networks using image data in various fields
are being introduced. The technologies not only categorize labels according to objects
included in image data, but also detect and recognize the objects by the segmentation of
the pixels [1].

This paper deals with practical preprocessing methods to improve the performance of
the deep neural network model for detecting road cracks. Specifically, we propose prepro-
cessing methods to effectively extract features to be used in machine learning considering
characteristics of road images. In the images, crack and non-crack regions are indistin-
guishable, as well as the noise is severe due to the impurities contained in the asphalt
components. Also, because each image has high resolution, memory usage is too high
to be processed in model [2]. With these backgrounds, the purpose of this study is to
propose useful methods of preprocessing the image data set for effective training of the
deep learning model.

The remainder of this paper is organized as follows. Section 2 presents a preliminary
study for road crack detection and a case study of applying road image to CNN classifying
architecture. Section 3 introduces the proposed preprocessing methods. Section 4 presents
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the overall system framework and the implementation results of the preprocessing module.
Finally, Section 5 concludes the paper and suggests future research directions.

2. Related Work. This section deals with previous studies of techniques used in the
field of automatic crack detection. A variety of studies from the filtering-based method
to the deep-running model are described. And we discuss the means of collecting image
data as well as the proposed model dedicated for the crack detection. Researches on the
automatic crack detection have been going on before the deep learning model has been
introduced in image processing field. Zalama et al. proposed a method of recognizing
the visual patterns of cracks based on Garbor filters and classifying the crack images [3].
Oliveira and Correia have attempted to differentiate preprocessing methods for cracks and
non-crack regions operating blockwise pre-labeling, and proposed a method for effectively
applying pixel-based and block-based processing [4]. Eisenbach et al. mentioned the
necessity of automatic road crack detection in a view of the amount of data to be processed
in the German road maintenance environment, and suggested a deep learning model as
an alternative [5]. Deep learning architectures such as ResNet and vgg16 have been
studied for image classification, and Zhang et al. proposed CrackNet, a dedicated neural
network structure for crack detection [6]. In addition, studies are being actively carried
out to apply the deep learning model to image classification, and the studies are being
conducted to apply the deep learning technique to road crack as well as surface crack
detection of other industries [7]. In addition to the models used for the detection, study
has also been conducted on the cost of collection of road image data. Maeda et al. used
low-cost images collected on smartphones [8].
We studied preprocessing methods to train deep learning models using images collected

using dedicated road scanners [2]. The data were taken from the actual images collected
for road crack detection. However, due to the characteristics of these images, there are
limitations that they cannot be directly used for deep learning model training like the
existing studies. Therefore, this study proposes appropriate image processing methods as
effective preprocessing to overcome the limitations.

3. Methods of Image Processing for DNN. The cracks in roads exist in a too small
region compared to the size of the image, also the difference with the non-crack region
is little. Therefore, preprocessing for making the crack area sensible is necessary. In
addition, since the asphalt, which occupies most of the road surface, contains a lot of
impurities, a precise preprocessing is required to remove the noise without deforming
the crack region. For this purpose, we propose four preprocessing methods: white noise
reduction, vertical normalization, image decimation, and intensity transformation.

3.1. White noise reduction. First of all, white noise reduction is conducted to remove
asphalt impurities and white lanes. The object of this study is to investigate the existence
of cracks on road surface. For example, white lanes or impurities must be removed
in advance, because they deviate from the region of interest and adversely affect crack
feature extraction.
Figure 1 is the process of eliminating the white noise by applying the Otsu binarization

method [9]. The Otsu method divides the original image (a) into two opposite binary
masks (b, e). The first mask (b) is used to extract the region of interest (d) from the
raw image (c), and the opposite mask (e) is used to repair the blank region that was
deleted in the previous masking process. After generating a fake image (f) using a normal
distribution following the mean and deviation of the image (d), the repair mask (e) is
applied to generate a patch (g), and the results of the two masks; (d) and (g) are combined
to form a complete image (h).
Figures 2(a) and 2(b) show the histogram of the intensity of the image shown in Figure

1(a) and 1(h), respectively. The vertical line in Figure 2(a) is the threshold by the Otsu
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Figure 1. Process of white noise reduction

Figure 2. Histogram of raw image (a) and white noise reduction image (b)

method that distinguishes the white noise and the preserved region. Unlike 2(a), the
histogram 2(b) shows that the tail portion of the histogram that represents bright pixels
have been successfully removed.

3.2. Vertical normalization. The following is a method for eliminating the afterimage
in the vertical direction appearing in the image. In Figure 1(h), although the white noise
is removed in the level of pixel, a dark afterimage remains in the vertical direction on the
image. This dark afterimage is an obstacle to DNN for featuring the dark brightness as a
crack based on the intensity value. In addition, considering that the difference in intensity
between the crack and non-crack region is insignificant, the relatively dark afterimage may
be misclassified as a crack.

In the equation below, Iij denotes the intensity value of each pixels. mj and M denote
the vertical mean and overall mean of each image respectively. Equation below is a method
of applying a correction value to each pixel of an image for vertical normalization, and
the correction value is calculated by the difference between the vertical average of mj and
the global average M . In Figure 3(a), there is a large difference from 60 to 120 in the
average according to the column index of the raw image. Because the white noise, such
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Figure 3. Vertical mean of raw (a), white noise reduced (b) and vertically
normalized (c) image

as white lane or asphalt impurity, may affect the vertical mean, the process in 3.1 has
to be performed as Figure 3(b) in advance. As shown in 3(c), the vertical mean of noise
reduced image, has been preprocessed to have less than the error range 1 by reducing the
average difference in each column from 79.8 to 80.8.

Iij := Iij − (M −mj) for i = 1, 2, . . . ,m and j = 1, 2, . . . , n

mj =

∑m
i Iij
m

for j = 1, 2, . . . , n

M =

∑m
i

∑n
j Iij

m× n

3.3. Image decimation. Next, preprocessing to resize the image is required. The raw
image collected has a resolution of 3739 × 10000 being about 38 million pixel values.
Considering the parameter size of DNN, it is necessary to reduce the size as well as the
memory usage efficiency to improve the processing speed.
When decimating the image, care must be taken not to smooth the intensity values

representing the crack region. Figure 4 shows a decimated image of a crack region obtained
by applying different interpolation to an image. Each interpolation is contained in the
python library OpenCV’s built-in functions. The interpolation methods used in Figure
4(a) are performed by the mean of the window to be downsized, resulting in smoothing
of the crack region. On the other hand, 4(b) is performed by resampling the pixel values
existing in the window.

3.4. Intensity transformation. Lastly, it is need to transform the intensity for more
distinctive difference between the crack and non-crack region. The intensity stretching
method converts the lower values to lower and the higher values to higher, centered by
the mean of the image, as shown in Figure 5(a). By expanding the intensity of the narrow
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Figure 4. Results from the interpolation methods used for image decima-
tion (from left to right Nearest, Linear, Cubic, Lanzcos and Area interpo-
lation are applied respectively)

Figure 5. Histogram of pixel values due to intensity stretching

range of 5(b), the contrast difference can be extended as shown in 5(c), so the difference
between cracks and non-cracks can be clear.

4. Preprocessing Module. The preprocessing methods proposed in Section 3 are per-
formed in the order of white noise reduction, vertical normalization, image decimation,
and intensity stretching. White noise has to be the first to be removed because it can
affect subsequent processes. Vertical normalization is performed before the decimation
to avoid losing the dark intensity pixels representing cracks in the process of resampling.
Because the range of pixel values must be performed with all noise removed in order to
effectively expand, the intensity transformation is performed last.

4.1. Framework of system. After the preprocessing, the image data set trains the deep
learning model to classify whether or not each image includes any types of crack. The
system is shown in Figure 6.

4.2. Implementation results. Each image in Figure 7 is a step-by-step result of pre-
processing. From left to right, white noise reduction, vertical normalization, image deci-
mation, and intensity transformation are there. The pixel values of the crack region are
not lost, the noise is minimized, and the crack and non-crack region are made a clear
difference. These results can be seen from the image obtained by extracting the crack
region of the image in Figure 8.

5. Conclusions. This paper deals with preprocessing for effective training of the deep
learning model and proposed noise reduction, image decimation, and intensity transforma-
tion as key processes. The preprocessed image is expected to remove the noise and make
the feature of the crack to be more distinguishable, and to perform the feature extraction
process of the deep learning model effectively. Also crack-preserved and decimated images
can improve the memory efficiency of the deep learning model operation.
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Figure 6. Overview of system framework

Figure 7. Result by preprocessing step

In the future, we will train the classifier of the deep learning model of various architec-
tures with the preprocessed images. At first, binary classification model for the presence
of cracks will be performed. And then multi-classification by the crack types and an
object detection model for the location of cracks will be performed. As a model for this,
we will use memory compression models such as SqueezeNet, and MobileNet. And in
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Figure 8. Crack region of the image before and after preprocessing

the labeling stage of the road crack type, it is necessary to study mutually non-exclusive
multi-label because an image may contain various types of cracks. Ultimately, we con-
struct a complete system to segment the cracks, not just labeling according to the type
of cracks, and generate crack information data that can be immediately used in the road
maintenance policy.
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