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Abstract. The universal ARIMA model did not fit two series concurrently. For ex-
ample, the series of teacher demand is a case with multiple factors concurrently in its
development process. Previous literature assumed that teacher demand can be forecasted
independently through the model ARIMA (autoregressive integrated moving average). In
this paper, we applied multivariate ARIMA mode, called ARIMAX, for determining the
demand of teachers with the series data of students. We selected the series of data as
an example from the Ministry of Education, Taiwan. The cross correlation function and
transfer function have been applied to build the fittest ARIMAX model. The ARIMAX
analyses indicate that predicting the number of teachers with number of students is better
than that only using the universal series data of teacher demand. The implication of
these findings may provide an optimal research design for determining the demand of
teachers under the changing number of students in elementary schools.
Keywords: ARIMA, ARIMAX, Cross-correlation function, Multivariate time series,
Transfer function, Teacher demand

1. Introduction. Time series analyses can be exposed by considering real experimental
data taken from different subject areas [1]. For example, time series occur in the field of
economics, where we are continually exposed to daily stock market quotations or monthly
unemployment figures. An epidemiologist might be interested in the number of influenza
cases observed over some time periods. In medicine, blood pressure measurements traced
over time could be useful for evaluating drugs used in treating hypertension. Functional
magnetic resonance imaging of brain-wave time series patterns might be used to study
how the brain reacts to certain stimuli under various experimental conditions. Social sci-
entists follow population series, such as birthrates or school enrollments [1]. The primary
objective of time series analysis is to develop mathematical models that provide plausible
descriptions for sample data. Various time series studies have focused on ARIMA (au-
toregressive integrated moving average) models with series data [2-7], while g series data
have become emerging topics in social science [8,9]. Compared with other fields, we found
limited studies related to this topic in education setting.

Recently, balancing teacher supply and demand has become a hot topic in various ed-
ucation systems. For example, shortages of teachers in the United States are particularly
severe in special education, mathematics, science, and bilingual/English learner education
[10]. The United States’ education system reflects the fact that teacher demand is grow-
ing, while the teacher supply is shrinking. In Australia, demand for teachers is largely
a result of the number of children in the population. In most states, the primary school
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student population has been declining slowly since 2001 [11]. Green, Adendorff & Math-
ebula’s study moves beyond simply basing an analysis of supply and demand on teacher
attrition, and takes into account multiple variables that should be considered in supply
and demand planning [12]. According to the data from the Ministry of the Interior, the
newborn babies decreased from 328,461 in 1974 to 196,973 in 2016, a 40% drop [13]. The
dramatically increasing drop in numbers has directly impacted the demand of elementary
education teachers. This trend will impact on the participation in elementary education
and cause oversupply of teachers. This study perceives that the situation is been going
to worsen in the current setting. This study aims to develop a practical approach to
work with multiple series in the proposed ARIMAX (multivariable autoregressive inte-
grated moving average) model for ameliorating the issues of teacher demand. Given this
purpose, this study will address the following research questions:
a) How to detect the series cross relationships to fit ARIMAX model for predicting

teacher demand?
b) How to work with transfer function in the ARIMAX model with these series data?
c) How to select the fittest ARIMAX model for future teacher demand?
In this paper, we will conduct ARIMAX process with the selected series data sets.

The research result will provide a fittest model to predict future teacher demand. The
following section of this paper will begin with series investigation with cross correlation
function (CCF) and transfer function to select ARIMAX models. Then, the example of
series data with cross correlation will be addressed. Finally, the conclusion will be drawn.

2. Method. We may consider a time series as a sequence of random variables, x1, x2,
x3, . . . , where the random variable x1 denotes the value taken by the series at the first
time point, the variable x2 denotes the value for the second time period, x3 denotes the
value for the third time period, and so on. In general, a collection of random variables,
{xt}, indexed by t is referred to as a stochastic process. In this text, t will typically be
discrete and varies over the integers t = 0,±1,±2,. . . , or some subset of the integers. The
non-seasonal ARIMA(p, d, q) model is defined as [8]

φ(B)(1−B)dyt = c+ θ(B)εt

where φ is the AR polynomial of order p and θ is the MA polynomial of order q, B is the
backshift operator, {εt} is a white noise process with zero mean and variance σ2, and c is
a constant.
A multivariate time series has more than one time-dependent variable. Each variable

depends not only on its past values but also has some dependency on other variables. For
calculating y1(t), we will use the past value of y1 and y2. Similarly, to calculate y2(t), past
values of both y1 and y2 will be used. Below is a simple mathematical way of representing
this relation [14,15]:

y1(t) = a1 + w111 ∗ y1(t− 1) + w112 ∗ y2(t− 1) + e1(t− 1)

y2(t) = a2 + w121 ∗ y1(t− 1) + w122 ∗ y2(t− 1) + e2(t− 1)

Here, a1 and a2 are the constant terms; w111, w112, w121, and w122 are the coefficients;
e1 and e2 are the error terms.

2.1. The process of conducting ARIMAX. To detect series with cross relationships,
we track the following steps.
a) The first step in any time series investigation always involves careful examination of

the recorded data plotted over time. This scrutiny often suggests the method of analysis
as well as statistics that will be of use in summarizing the information in the data.
b) A simple kind of generated series might be a collection of uncorrelated random vari-

ables, wt, with mean 0 and finite variance σ2
w. The time series generated from uncorrelated

variables is used as a model for noise in its applications, where it is called white noise.
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The plot tends to show visually a mixture of many different kinds of oscillations in the
white noise series.

c) CCF is used to detect the series with positive, negative or no correlation. The
CCF generalizes the autocorrelation function (ACF) to the multivariate case. Thus, its
main purpose is to find linear dynamic relationships in time series data that have been
generated from stationary processes. The sample cross-correlation function (CCF) of the
two series is defined as [16,17].

CCFXY (k) =
cXY (k)√

cXX(0)cY Y (0)

where

cXY (k) =


1

n

n−k∑
t=1

(xt − x̄)(yt+k − ȳ), k = 0, 1, . . . , n− 1

1

n

n∑
t=1−k

(xt − x̄)(yt+k − ȳ), k = −1,−2, . . . ,−(n− 1)

cXX (0) and cYY (0) are the sample variances of {Xt} and {Y t}. The CCF calculates the
linear correlation between the series, ranging from −1 to 1. In this study, the CCF is
conducted by using SPSS (statistical package of social science), the program will provide
cross correlation coefficient with ±7 at least and CCF plot. When the series with cross
correlation, the CCF will display significantly with positive or negative lags.

2.2. Research target. The major reason for selecting elementary education level in this
study is because it has become an emerging issue for teacher supply under declining
birthrate. Because of the low birth rate, the number of newborn babies has dropped
from 410,000 in 1981 to 270,000 in 1998 and 167,000 in 2010, the lowest level in the last
50 years [18,19]. According to the data from the Ministry of the Interior, the newborn
babies have dropped 40% [13]. While the number of students and number of teachers
are relative series. To detect the real number of teachers, we found it is different from
traditional ARIMA model with only one series.

2.3. Technical programs in SPSS. The SPSS programs for selected ARIMAX with
Num teacher (dependent variable) and Num student (independent variable) are listed as
follows.

TSMODEL
/MODELSUMMARY PRINT = [MODELFIT RESIDACF RESIDPACF ]PLOT = [SRSQUARE

RSQUARE RMSE MAPE MAE MAXAPE MAXAE NORMBIC RESIDACFRESIDPACF ]
/MODELSTATISTICS DISPLAY = YES MODELFIT = [SRSQUARE RSQUARE RMSE

MAPE MAE MAXAPE MAXAE NORMBIC ]
/MODELDETAILS PRINT = [PARAMETERS RESIDACF RESIDPACF FORECASTS ]

PLOT = [RESIDACF RESIDPACF ]
/SERIESPLOT OBSERV EDFORECAST FIT FORECASTCI FITCI
/OUTPUTFILTERDISPLAY = [BESTFIT (N = 1 )] MODELFIT = NORMBIC
/SAVE PREDICTED LCL(LCL)UCL(UCL)NRESIDUAL(NResidual)
/AUXILIARY CILEVEL = 95 MAXACFLAGS = 24
/MISSING USERMISSING = INCLUDE
/MODELDEPENDENT = Num teacher INDEPENDENT = Num student

PREFIX = ′Model ′

/ARIMA AR = [1 ] DIFF = 2 MA = [1 ]
TRANSFORM = LN CONSTANT = NO

/TRANSFERFUNCTION VARIABLES = Num student NUM = [1 ]DENOM = [2 , 1 ]
DIFF = 1 DELAY = 0 TRANSFORM = LN

/AUTOOUTLIERDETECT = OFF .
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2.4. Verification of the ARIMAX models. The ARIMAX selection will follow the
statistics, like smoothing R2, R2, RMSE, MAPE, MaxAPE, MAE, MaxAE, and stan-
dardized Bayesian information criterion (BIC). These statistics will display in the result
of running SPSS program. In this study, we select the smaller standardized BIC as the
proposed model. The formula for the BIC is listed as follows [20,21].

BIC = −2 ∗ ln(L) + k ln(n)

n = sample size, k = the number of free parameters to be estimated, L = the maximized
value of the likelihood function for the estimated model.
Under the assumption that the model errors or disturbances are normally distributed,

this becomes

BIC = n ln

(
RSS

n

)
+ k ln(n)

RSS = residual sum of squares from the estimated model.
Moreover, the SPSS will provide related estimations of parameters for the fittest ARI-

MAX model.

3. Result. In this section, we demonstrate how the two selected series have been tested
with their cross correlation function for fit ARIMAX model with transfer function. Then,
take the number of teachers and number of students as an example to conduct ARIMAX
with transfer function by using SPSS. In the final section, the comparison of ARIMAX
with transfer function and universal ARIMA model will be addressed.

3.1. Testing with CCF. In this study, we selected two series from 1972 to 2017 as
examples. Table 1 displays they have strong cross correlations with number of students
and number of teachers under one difference. The cross correlations are significantly
demonstrated in lag 0 = 0.53, lag 1 = 0.44, lag 2 = 0.35, whereas lag −1 is 0.51, lag
−2 is 0.40, and lag −3 is 0.36. The significances of CCF are displayed in Figure 1. The
significant lags have shown from −4 to 3; it implies the two series could work well in the
ARIMAX model with their negative tendency.

Table 1. Cross-correlation function with number of students and number
of teachers (1972-2017)

Lag −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7
Cross-correlation 0.22 0.19 0.25 0.35 0.36 0.40 0.51 0.53 0.44 0.35 0.31 0.23 0.06 −0.01 0.04
Standard error 0.16 0.16 0.16 0.16 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.16

3.2. Building fittest ARIMAX model with transfer function. In this study, we
selected ARIMAX(1,2,1) with natural logarithm the series data as the fittest model. The
reason for conducting natural logarithm is that the two series data in terms of number of
teachers and number of students are with wide discrepancies. When we deal with natural
logarithm, it will smooth the trends of series for the predicted model. The results of ACF
and PACF with SPSS are demonstrated in Figure 2. The time lags with ACF and PACF
show there are no specific trends after two times differences with this series.
Based on the ARIMAX(1,2,1), the fittest statistics with mean and their values in d-

ifferent percentage for predicting the number of teachers are displayed in Table 2. The
results reveal the mean of smooth R2 = 0.315, R2 = 0.994, RMSE = 1040.147, MAPE
= 0.874, MaxAPE = 2.826, MAE = 761.317, MaxAE = 2485.334, and standardized BIC
is 14.428. The Ljung-Box(18) equals 13.670 (df = 16, p = 0.623) which indicates the
model meets the assumption that the residuals are independent. Moreover, the different
percentages in this model also show the fittest values change very limited.
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Figure 1. Testing the significance of CCF

Figure 2. ACF and PACF for transfer function ARIMAX(1,2,1)

Table 2. The fittest statistics of ARIMAX(1,2,1) with transfer function

Fittest
Mean

Percentage
statistics 5 10 25 50 75 90 95
Smooth R2 .315 .315 .315 .315 .315 .315 .315 .315

R2 .994 .994 .994 .994 .994 .994 .994 .994
RMSE 1040.147 1040.147 1040.147 1040.147 1040.147 1040.147 1040.147 1040.147
MAPE .874 .874 .874 .874 .874 .874 .874 .874

MaxAPE 2.826 2.826 2.826 2.826 2.826 2.826 2.826 2.826
MAE 761.317 761.317 761.317 761.317 761.317 761.317 761.317 761.317

MaxAE 2485.334 2485.334 2485.334 2485.334 2485.334 2485.334 2485.334 2485.334
Std. BIC 14.428 14.428 14.428 14.428 14.428 14.428 14.428 14.428

The parameters of the ARIMAX(1,2,1) under natural logarithm are shown in Table
3. For predicting number of teachers, the fittest model shows AR(1) = 0.620, MA(1) =
0.994 with number of teachers when number of students as denominator is −.961 (lag =
1, p = 0.000) and −.989 (lag = 2, p = .000) with one time difference. When the number
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of students is as numerator, the parameter is 0.339 (lag = 0, p = .020), while the other
parameter equals 0.249 (lag = 1, p = .097) which did not fit to the .05 significant level.
This model shows the gaps between observed and predicted values are the smallest. The
visualized plot for the result is demonstrated in Figure 3.

Table 3. The fittest ARIMAX(1,2,1) with transfer function based on s-
tandardized BIC

Model Estimate SE t p

Num teacher

Num teacher log

AR Lag = 1 .620 .196 3.170 .003
Difference = 2

MA Lag = 1 .994 1.235 .805 .426

Num student log

Numerator
Lag = 0 .339 .139 2.429 .020
Lag = 1 .249 .147 1.702 .097

Difference = 1
Denominator Lag = 1 −.961 .041 −23.69 .000

Lag = 2 −.989 .048 −20.69 .000

Figure 3. The visualized plot for teacher demand predicted values

3.3. Comparing the transfer function ARIMAX with universal ARIMA. In the
fittest model selected process, we found two times difference of the series with transfer
function model working well with the ARIMAX(1,2,1). When we check the universal
ARIMA(1,2,1), it also fits with that function. Compared with the two models, we found
the results are different. Table 4 shows the ARIMAX(1,2,1) with transfer function is
better than that of universal ARIMA(1,2,1) due to their slim errors of prediction. Both
models are similar to deal with the series of teacher demand, while the ARIMAX is
superior to the ARIMA for predicting.

4. Conclusion. This study found long run relationship exists between the number of
teachers and number of students confirming that there is a dependence between the vari-
ables. In general, researchers have considered each series independently. However, the
current study shows that long run relationship between number of teachers and students
should be considered concurrently. This study provides an example to tackle the issue
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Table 4. Comparing the prediction of teacher demand with transfer func-
tion ARIMAX(1,2,1) and ARIMA(1,2,1)

Year Transfer function ARIMA(1,2,1) Year Transfer function ARIMA(1,2,1)
ARIMAX(1,2,1) ARIMAX(1,2,1)
d = 2 Errors d = 2 Errors d = 2 Errors d = 2 Errors

1974 61815 293.84 1996 90294 0.00 90637 −509.78
1975 62608 194.89 1997 91888 0.00 91769 334.53
1976 63316 0.03 63383 1591.15 1998 94329 0.01 93605 1424.32
1977 67151 0.00 66701 252.73 1999 97350 0.01 97177 1568.14
1978 68739 −0.01 68573 −159.85 2000 101544 0.00 101442 138.91
1979 69459 0.00 69664 −457.49 2001 104143 −0.01 103700 −199.26
1980 70646 −0.02 69972 −830.65 2002 105414 −0.01 105008 −708.24
1981 69314 0.00 69264 348.59 2003 105047 −0.01 105047 −1244.22
1982 69858 0.00 70097 −41.89 2004 104237 −0.01 103662 −779.58
1983 71484 −0.01 70502 146.05 2005 102428 −0.01 102429 −767.39
1984 71133 0.01 71188 324.01 2006 100764 0.00 100980 −287.8
1985 72121 0.00 72233 53.68 2007 101149 0.00 100149 −1211.45
1986 74068 0.01 72940 1898.34 2008 101480 −0.01 101893 −1686.54
1987 76627 −0.01 76731 −505.35 2009 98637 0.01 99503 −347.78
1988 77180 0.01 77327 565.2 2010 99422 0.00 98495 1067.39
1989 80146 0.01 79187 1662.03 2011 99637 −0.01 99856 −1296.62
1990 82843 0.00 83045 −461.62 2012 97017 0.01 97895 −429.38
1991 83830 0.01 83953 350.9 2013 96864 0.01 96719 716.83
1992 86355 −0.03 85667 −1615.06 2014 97397 0.01 97378 1201.85
1993 83605 0.00 84057 −577.34 2015 98943 −0.02 99294 −1926.02
1994 83219 0.01 83240 909.69 2016 96358 −0.01 96502 −1420.9
1995 85449 0.03 84734 3200.16 2017 93396 0.01 93474 933.09

Sum of errors: −0.01 4135.01

to determine the demand of teachers in practice. The ARIMAX model with rigidly ver-
ification process can be used to predict the related time series data set. In forecasting,
and even in economics or other fields, multivariate models are not necessarily better than
univariate ones. While multivariate models are convenient in modeling interesting inter-
dependencies and achieve a better (not worse) fit within a given sample. This study can
be applied to solve similar issues in other settings. For further studies, we encourage se-
lecting influential factors into the model to enhance the robust of prediction, for example,
supply side of teachers and the numbers of retired teachers.
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