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ABSTRACT. With the rapid increasing of technology devices and the development of In-
ternet, cyber-attacks are changing quickly and more and more attackers appear which lead
more difficult threats in cybersecurity. Moreover, the world is facing Internet of Things
devices which generate large volumes of data that cause a lot of new cyber threats. Cyber-
crimes cost a lot and make companies lose millions of dollars every year. Cybersecurity
is a top concern at many companies. So, we need smart approaches to protect data a-
gainst different threats which are difficult to know. Recently, researchers are developing
systems based on Artificial Intelligence (AI) and machine learning to create defense ap-
proaches and protect data with high level of security and less cost. Al can help companies
to identify threats automatically and find links between potential risks fast. This form of
identification eliminates human errors from the process. This paper discusses Al-based
cybersecurity various models that focus on machine learning and deep leaning algorithms.
The results of this study show that machine learning and deep learning that simulate the
human mind are more effective approaches than the traditional ones to solve security
problems.

Keywords: Cybersecurity, Artificial intelligence, Machine learning, Deep learning, Cy-
ber-attacks

1. Introduction. In recent years, which are Internet-based era, technology and its ap-
plications are facing new generation of cyber threats. The devices that are connected to
Internet and the connection among them need to be protected using strong security sys-
tems. Also, different unseen network attacks need to be identified. Some of the common
cyber-attacks are phishing, Denial of Service attack (DoS), malware, hacking, spamming,
and social engineering. Threats should be assessed by understanding potential bad actors,
what they are trying to do, and why. The limitations of the existing systems make job of
attackers and intruders easy to enter any systems through hidden doors. Cybercrime can
potentially seriously disrupt and damage the business of any organization. Cybersecurity
is considered one of the main solutions that address all of these threats and attacks. It is
based on a set of processes and technologies that helps protect organizations’ data assets
or individuals’ data from cyber-attacks and unauthorized access. In general, cybersecurity
systems analyze the generated data carefully in real time, either this data is multimedia
or non-multimedia [1,2].

Recently, many researchers have begun to use Machine Learning (ML), deep learning,
and data mining algorithms in the cybersecurity domain to solve all of the cyber-attacks.
ML and deep learning are branches of Al that can simulate human thinking and are
similar to human intelligence. ML focuses on computational statistics and predictions,
and gives computers the ability to learn from data and improve with experience and with
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time. Deep learning, a new field of ML, mimics human brain to interpret images, sounds,
and texts. It is based on layer-by-layer training algorithms [3,4].

In general, ML and deep learning methods have proved their efficiency in many dif-
ferent domains such as cybersecurity [6,10,13], natural language processing [22-24] and
agriculture [25]. ML, data mining, and deep learning algorithms are applied widely in
cybersecurity issues. Some studies focus on traditional ML techniques for cybersecurity,
while others focus on data mining and deep learning algorithms. All of algorithms are
fields of Al and are overlapped as shown in Figure 1. These algorithms are divided in-
to three categories, supervised, unsupervised, and deep learning. Moreover, all of them
have three phases: training, validation, and testing, and they mimic human brain. Also,
datasets used for training and testing the algorithms play an important role in repre-
sentation of the ML algorithms and should be analyzed carefully. The correct choice of
dataset and the size of it are also important for relevant security research and affect the
training and testing of the systems. Some datasets were designed long time ago and may
not contain any information about current cyber-attacks [1,3].

Machine Learning

Deep Learning

Data Mining

F1GURE 1. Al approaches used for cybersecurity

Our article gives a comprehensive study on using different ML algorithms for building
strong cybersecurity systems. This study is organized as follows. Cybersecurity is dis-
cussed in Section 2. Literature review is presented in detail in Section 3, embedded with
comparative table. Section 4 discusses the main findings of our study. Section 5 provides
a conclusion of our study.

2. Cybersecurity. Cybersecurity is the protection of digital devices and their communi-
cation channels (hardware, software, and data) to keep them stable, dependable, and free
from danger, threats, and malicious attacks. It is also known as information technology
security or electronic information security. Cybersecurity focuses on protecting computer
systems from unauthorized access and alteration damage in cyberspace or in the Internet.
Cybersecurity systems consist of computer (host) security systems and network securi-
ty systems. Those systems have antiviruses, firewall, and Intrusion Detection Systems
(IDSs). Cybersecurity researchers and designers aim to maintain data and provide the
confidentiality, integrity, and availability of information [3,11,17].

The awareness of the current networks or host security system activities are very im-
portant in the area of cybersecurity to detect and respond to cyber threats. There are
three methods of cyber intrusion detection. The first method is misuse-based detection,
also called signature-based detection, the second one is anomaly-based detection, while
the last one is hybrid detection. Basically, it was developed to improve the performance
of intrusion detection, increase the detection rate of known attacks, and reduce the false
positive rate for unknown attack [15].
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The main threats that face cybersecurity are as follows [16]:

e Cybercrime (computer crime), which is based on an attack on information about in-
dividuals, corporations, or governments. Cybercrime includes single actors or groups
targeting systems for financial gain or unauthorized access gain.

e Cyberwar, which is politically motivated and often involves information gathering
or use of technology to attack a nation and create damage.

e Cyber-terror, which is based on using the Internet to conduct violent acts that are
intended to weaken the electronic systems and cause panic or fear to achieve political
gain.

Cybersecurity systems have been applied in different domains. For instance, they ap-
pear in safety-critical systems such as medical devices, banking, and automotive indus-
tries. There is a growing range of cyber-threats to cybersecurity of safety-critical systems.
Cybersecurity goals of critical systems are the highest levels of cybersecurity requirements
and determined based on the results of threat analysis and risk assessment, as well as what
to be avoided. Therefore, the human behavior is the most important aspect to ensure cy-
bersecurity of safety-critical systems [5]. In above of that, cybersecurity is also important
to protect data in the big data area. The detection of cybersecurity threats in big data
technology is necessary, where there are a lot of users and transactions on cyber space.
The researchers contributed in this area by building strong and smart models to creating
a security detection system in big data to discover threats. In [12], the authors construct
a collaborative detection system of cybersecurity in big data by designing a new model
that consists of Apache Flume system, Kafka system, and Esper engine. The results of
constructing the new model described that the model was high efficient, reliable, accu-
rate, and low cost. Also, cybersecurity systems appear in cloud computing for disaster
recovery to ensure business continuity. The cloud-based disaster recovery enables backup

and recovery of remote machine. The clouds can be private, public, community or hybrid.
[20,21].

3. Literature Review. With the growing usage of technologies and the advancements
in the fields of smart devices and networks, security is sure to be a key risk factor that
faces different challenges. These challenges may lead to new types of network security
problems that threaten our lives. Therefore, we need a strong cybersecurity system to
protect information and devices. Using ML algorithms in cybersecurity is a smart choice
to build strong security system. Several studies have applied AI and ML algorithms in
cybersecurity for protecting data. For example, the authors in [10] used machine and deep
learning algorithms to address three cybersecurity problems: intrusion detection, malware
analysis, and spam and phishing detection. They first discussed the use of ML techniques
to highlight the pros and cons of those techniques in cybersecurity. In their study, they
have used the Domain Generation Algorithms (DGA), network intrusion detection, and
two ML algorithms: Random Forest (shallow learning) and Feedforward Fully Connected
Deep Neural Network on labelled training datasets. The results showed that the Random
Forest algorithm is better than the Feedforward Fully Connected Deep Neural Network
algorithm in cybersecurity, although the deep learning algorithms are known to be the best
in many other fields. They concluded that ML algorithms provide superior performance
for specific threats not for general threats. Their experimental results also showed that the
detection rate of adversarial attacks is low, and all approaches need retraining, such that
there are different results achieved by the same ML algorithms in different environments.

In [18], the authors concentrated on different application of ML for cyber analytics for
discovering intrusion and email filtering. They also discussed different ML algorithms
in cybersecurity in three main domains: Instruction Detection Systems (IDS), anom-
aly detection module, and misuse detection. A set of recommendations was proposed,
for example, the clustering algorithms perform the best results for anomaly detection.
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Chromosomes of genetic algorithms and branch feature of decision trees achieve the best
results for misuse detection. In their article, four different ML algorithms are applied to
classifying different attacks using MODBUS data from gas pipeline. The four algorithms
are: Naive Bayes, Random Forest, OneR, and J48. The authors compared the efficiency
of those algorithms on a dataset of ICS network with more than 35 attacks. The authors
performed a pre-processing for the dataset using Weka tool. The experiments showed that
J48 was the best algorithm and achieved the most optimized results in all classifications to
detect cyber-attacks. J48 has achieved an accuracy of 0.992. The results also showed the
Random Forest algorithm was the second algorithm that gave a good result and achieved
an accuracy of 0.988. However, this study also showed that more analysis needs to be
performed to determine the performance of the algorithms because the performance of
algorithms depends upon the applied dataset.

In [6], the authors proposed a deep learning technique to detect malware relying on
malicious behavior. They used process name, process path, and runtime duration to
identify the malicious behaviors because attackers want to hide their existence. The
authors combined Convolutional Neural Networks (CNN) and Recurrent Neural Networks
(RNN) which includes a Long Short-Term Memory (LSTM) architecture to build an
automated system. This system has the ability to determine if a sample is malicious or
not. They used a training dataset which is made by the normal log event to test model.
They also used a distributed analysis system to run the analysis simultaneously especially
for a large number of samples. The proposed system performed very well in training and
validation, where it achieved a high accuracy rate of 0.9875 to detect malware. Moreover,
the authors tried another improvement to their system by using Gated Recurrent Units
(GRU) instead of LSTM which achieved a better performance and accuracy that reached
to 1.0. However, this study also showed that the model achieved high accuracy while
having poor prediction, so it cannot be used in practical application.

In [13], the author analyzes Distributed Denial of Service (DDoS) attacks using two
supervised ML algorithms, Long Short Term Memory Recurrent Neural Network (LSTM
RNN) and Basic Neural Network (BNN). The author applied three different scenarios
for the experiments using CAIDA dataset, DARPA dataset, and recent datasets. The
study considered different environments with different hyperparamter values to examine
the effects of learning former traffic on sequential traffic. Furthermore, the study focused
on how different preprocessing methods and different values of hyperparameter affect the
performance of ML techniques. Two optimizers were compared to detect DDoS attacks
using TensorFlow. The results showed that LSTM RNN was better in some measures
than BNN, but it needs a longer time than BNN for attack detection. Furthermore, the
accuracy of BNN and LSTM reached to 1 for CAIDA and DARPA datasets, and achieved
0.90 for the other dataset. DDoS can be detected fast with high accuracy when learning
algorithms and rate are selected suitably. The results also showed that DDoS attacks
detection was better when using neural network, preprocessing methods, hyperparameter,
and optimizers.

In [19], the author developed a model of keyed learning, which is an ML with a secret
key. This key is used as an additional input to an adversarial learning system. The goal
of this key is to prevent an adversary from simulating the learning process and finding
a learned classifier. The key has two components: a data selection key to select some
available examples and a learning key to prevent adversary from predicting the output.
The developed model is specialized in an implementation-oriented framework, which is
suitable for anomaly detection applications. Also, this model includes: network intrusion
detection, attack, malware analysis, and user authentication. The framework can affect
any form of learning and use any kind of secret information. Moreover, it is integrated
with SIEM software to generate alarms to avoid adversarial actions. The author defined
three adversarial models and explained how the information was used: Passive Observer,
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Active Data Selector, and Active Data Modifier. However, this study also showed that
the random choice of key may be to be a bad choice and will influence the learning. Also
sometimes keyed learning does not work. Moreover, keyed learning in some cases will
prevent a simulation of learning phase by the adversary.

In [7], the authors explained the security incidents and malwares that attack mobile
devices and gather private information about users. So, this article proposed an ML
technique to detect application layer cyber-attacks using a graph-based segmentation
technique and dynamic programing. Also, it consists of patterns in form of Peral Com-
patibale Regular Expressions (PCRE). The proposed technique built a set of expressions
for HT'TP requests which are sent by client to the web application. It also examined many
kinds of log files and textual data. This technique used Needleman-Wunsch algorithm to
estimate the dissimilarities between two components. The CSIC’10 dataset was used for
experimentations, since it has thousands of HTTP protocol requests dump. After the
authors compared two approaches in their experiments, the proposed model showed that
it was achieved better results for detection ratio of cyber-attacks with a lower number of
false positives, especially when the learning was performed separately for each URL. The
proposed method has achieved detection rate of 94.46%. However, this study also showed
that the proposed approach operates poorly when it generalizes the whole traffic using
the single model.

In [9], the authors proposed a new Dark Web (DW) attack detection and prediction.
In general, the resources of DW are not always visible to search engines, since they need
some technical challenges. The Dark Web or “Hidden” Web was called for many reasons
such as the threats that face Web. Therefore, the authors applied in their study Al
techniques, which analyze big data, to identifying DW attack groups and tracing their
actions. Some of the attacks have exposed a large e-Government data. The proposed
model is based on attack detection using the prediction of adversarial behavior in cyber
clusters. They presented P2P forecasting model that divided cyber space into clusters
according to set of parameters. Then, they formalized factors about adversarial behavior,
where these factors can predict affiliations and activities between adversarial groups and
possible attacks. This model is more accurate in predicting P2P attacks. However, this
study does not attempt to differentiate between different types of P2P communicative
acts within or across shared DW Communities.

In [14], the authors experimented various deep learning architectures such as Recurrent
Neural Network (RNN), Long Short-Term Memory (LSTM), Identity-Recurrent Neural
Network (IRNN), Convolution Neural Network (CNN), and CNN-LSTM. These architec-
tures were used to identify the nature of website as either benign or malicious URL’s.
Feature engineering in ML models is able to generalize well for unknown malicious URL.
Phishing and malware are two types of malicious that the authors tested for two datasets.
They explained the experiments for a dataset 1 (URL from Alexa and DMOZ directory
and malicious URL’s from MalwareURL, MalwareDomains, and MalwareDaominList.)
and a dataset 2 (URL from Alexa and DMOZ directory, Phishing from Phishtank and
OpenPhish) and a merging from these two datasets. As a result, the LSTM model and
hybrid CNN with LSTM have attained the highest accuracy and performed well in de-
tecting and classifying the URL either benign or malicious. The model has achieved an
accuracy of 0.9996. However, this study clarified the characteristics of malicious threats
are growing in nature. At the same time the URL’s also change across time. So a large
study should be done. Also, in real-time scenario, getting an acceptable labeled training
data is often considered as a difficult task.

In [8], the authors introduced a strong algorithm for encryption, decryption, and gen-
eration of a strong key. They applied DNA Deep Learning Cryptography to transmitting
and protecting a message among sender and receiver safely. They also proposed a genetic
algorithm with Neddlemen-Wunsch (NW) algorithm to generate a unique key. Plain text
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was encoded into long sequences of DNA nucleotide bases and then encrypted. In addi-
tion, a random number of key generators were used to generate an initial population of
chromosomes, and a fitness function was also used to calculate the randomness of chromo-
somes. There are a number of sequences of data that is based on a number of runs. NW
algorithm was adopted to compare the similarity of sequences for non-repeating. The pro-
posed algorithm adds another security layer and reduces the complexity of mathematical
equations, as well as it protects data from hackers. However, this research also showed
that there is still a lot needed to be done with regards to the cost and time effectiveness.
The research study is done conceptually; it requires actually implement.

All of the above mentioned studies, which applied ML algorithms in the cybersecu-

rity domain, are summarized in Table 1.

Table 1 also shows the advantages and the

disadvantages of using ML and deep learning in cybersecurity.

TABLE 1. A summary of some studies that applied ML in cybersecurity

Algorithms and Advantages and
Author Usage theii; classification Results disadvaitages
[10] Addressing  |1- Random Forest.|- The Random Forest al-|Advantage
2018 |three (ML) gorithm is better than|- provide better performance
cybersecurity |2- Feedforward Ful-|the Feedforward Fully Con- |for specific threats.
problems: ly Connected Deep |nected Deep Neural Net-|Disadvantages
intrusion Neural Network. work algorithm in cyberse- |- the detection rate of adver-
detection, (deep learning) curity. sarial attacks is low.
malware - The ML algorithms pro- |- different results are achieved
analysis, and vide superior performance|by the same ML algorithms in
spam and for specific threats not for|different environments, so re-
phishing general threats. training is needed.
detection
[18] Cyber 1- OneR. (ML) J48 was the best algorithm| Advantage
2017 |analytics for |2- Naive Bayes. and achieved the most op-|- detect many different cyber-
discovering in- | (ML classification) |timized results in all clas-|attacks.
trusion and  |3- Random Forest. [sifications to detect cyber-|Disadvantage
email filtering. |4- J48. (ML classi-|attacks. - more analysis needs to be
fication) performed to determine the
performance of the algorithms.
[6] Detecting Deep Learning The proposed system has|Advantages
2018  |malware System using low overhead and high ac-|- ability to determine if a sam-
relying on CNN and RNN curacy to detect malware|ple is malicious or not.
malicious which includes that reached to 1. - ability to detect malware.
behavior. LSTM or GRU. Disadvantage
(deep learning) - model has poor prediction, so
it cannot be used in practical
application.
[13] Analyzing 1- Long Short Term|- LSTM RNN was better| Advantages
2019 |Distributed |Memory Recurrent|in some measures than BN-|- DDoS can be detected fast
Denial of Neural Network (L-|N, but it needs longer time|using neural network.
Service STM RNN). (deep|than BNN for attack detec- |- abnormal behavior and sev-
(DDoS) learning) tion. eral types of attacks can be de-
attacks. 2- Basic Neural - DDoS can be detect-|tected.
Network (BNN). |ed fast with high accuracy|Disadvantage
(deep learning) when learning algorithms|- some algorithms need longer
and rate are selected suit-|time for detection.
ably.

(continued)
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[19] Adversarial |Model of keyed - This model is suitable for| Advantages
2019 |learning learning which is an|anomaly detection applica-|- it can detect attack and mal-
system for ML with an secret|tions. ware.
network key. (ML) - It includes: network in-|- generate alarms to avoid ad-
intrusion trusion detection, attack,|versarial actions.
detection, malware analysis, and user|Disadvantages
attack, authentication. - random choice of key may be
malware - It can generate alarms to|to be a bad choice.
analysis, and avoid adversarial actions. |- sometimes keyed learning
user authenti- does not work.
cation - keyed learning in some cas-
es will prevent a simulation of
learning phase by the adver-
sary.
[7] Detecting 1- Algorithim for |- The proposed model| Advantage
2015 |application |graph segmentation.|showed that it achieved|- it can detect cyber-attacks.
layer 2- Dynamic pro- better results for detection|Disadvantage
cyber-attacks | gramming ratio of cyber-attacks with|- the proposed approach op-
3- Needleman- a lower number of false|erates poorly when it general-
Wunsch (ML) positive. izes the whole traffic.
[9] Attack - Al techniques,|- The model can predict| Advantage
2014 |detection and |which analyze big|affiliations and activities|- it can predict adversarial
prediction in |data. between adversarial groups|groups and attacks.
Dark Web - Attack detection|and possible attacks. Disadvantage
that includes |using the prediction|- It is more accurate in pre-|- it does not differentiate be-
a cyber- of adversarial be-|dicting P2P attacks. tween different types of P2P.
warfare havior in cyber clus-
among ters.
terrorist
groups, orga-
nized crime,
extremists,
and civil
society
[14] Identifying  |Deep learning ap-|The LSTM model and hy-| Advantage
2018 |the nature proaches. RNN, L-|brid CNN with LSTM have |- it can classify the website ei-
of website as |STM GRU, CNN,|attained the highest accu-|ther benign or malicious.
either benign |[[-RNN, and CNN-|racy and performed well|Disadvantages
or malicious |[LSTM for text en-|in detecting and classifying|- characteristics of malicious
URL’s coding. (deep learn-|the URL either benign or|threats are growing in nature,
ing) malicious. and the URL’s also change
across time.
- it is hard to get a suitable
labeled training data.
8] Encryption, |1- DNA Deep - The proposed algorithm| Advantage
2017 |decryption, |Learning Cryptog-|adds another security layer|- it can protect data, and adds
and raphy for encryption |and reduces the complexity |another security layer.
generation of|and decryption. of mathematical equations. | Disadvantages
a strong key|2- Genetic Algori-|- It protects data from|- it does not contain the cost
to protect thm with NW to|hackers. and time effectiveness.
a message generate a key. - it requires implement.
among sender | (ML)
and receiver
safely

4. Discussion and Results. The conducted review made in this comprehensive study
has shown the significance of applying ML methods in the cybersecurity domain, since
these methods are suitable and effective to detect cyber-attacks and threads. Further-
more, it has been noticed that deep learning methods also play a vital role in detecting
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the other types of threats especially if there is a large volume of data. In general, ML
methods have proven their efficiency in classifying the malicious threats, adding secu-
rity layers, protecting data from hackers, and limiting the attacks that gather private
information about users. The study has also demonstrated that some ML methods can
predict activities between adversarial groups, detect possible attacks, and generate alarms
to avoid adversarial actions. However, the current cybersecurity systems, which are based
on ML, may suffer from some shortcomings that may reduce their efficiency for cyber-
security and decrease the level of detecting and identifying different cyber threats. As a
result, more studies must be conducted based on Al and ML methods to build the most
effective systems for cybersecurity. Moreover, smart approaches can be applied in cloud
to taking all advantages of cloud services. Improvements in Al, however, have led to the
creation of much smarter security systems. By applying machine learning, many of these
systems can learn from themselves without the need for human involvement.

5. Conclusions. This paper provided an inclusive literature review of different Al al-
gorithms and models that have been applied for cybersecurity. Some of them focus on
using ML, while others use deep learning. Datasets are also very important for training,
validation, and testing the algorithms. Machine and deep learning methods played an
important role in cybersecurity and intrusion detection, but unfortunately, the most ef-
fective methods have not been developed yet. Hence, this area of research is very rich to
find new and effective models for cybersecurity and has a lot of challenges for big data.
Anyway, ML, deep learning, and data mining techniques have proven that they can sup-
port security activities and achieve effective results for cybersecurity, as well as they are
all useful in intrusion detection. We encourage researchers of this field to focus more on
enhancing the current and existing ML and deep models used for cybersecurity. Moreover,
the directions of future works for these researchers should be based on improving the per-
formance of these models by carrying out more experiments and increasing the size of the
used datasets or using different datasets. Thus, researchers in the cybersecurity domain
should pay attention to all of these ideas in order to resolve many issues and increase the
accuracy results of the used ML models as well as build more effective ML systems for
cybersecurity and intrusion detection.
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