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Abstract. The Internet of Things (IoT) paradigm is a dynamic and global network in-
frastructure. Because Fog computing is an emergency architecture for computing, storage,
control, and networking, these services can be distributed to the cloud to the end users of
the IoT. Therefore, an IoT platform that integrates Fog and Cloud computing (FC-IoT)
is used in this study; it can support the applications of IoT. In order to cope with the
impact of a faulty transmission medium, it is important to reach a consensus in the event
of a failure before performing certain special tasks. Therefore, the consensus problem is
revisited in the FC-IoT within dual faulty transmission media. Then, a highly reliable
IoT platform can be supported and the IoT applications can be provided.
Keywords: IoT, Fog computing, Cloud computing, Consensus, Dual faulty mode

1. Introduction. Fog computing extends the Cloud computing paradigm to the edge
of the network, thus enabling a new breed of applications and services [1]. And, the
characteristics of the Fog computing can make a number of critical IoT services and
applications. The IoT has greatly encouraged distributed systems design and practiced
to support user-oriented service applications [2]. However, distributed systems have grown
rapidly in both size and number. In a distributed computing system, nodes allocated to
different places or in separate units are connected together so that they collectively may be
used to greater advantage. In many cases, reaching a common agreement in the presence
of faulty components is the central issue of fault-tolerant distributed computing, because
many applications require such agreement [3]. Furthermore, many applications of IoT
provide the convenience of users. For users, the system must provide better reliability
and fluency [2]. Therefore, reliability is one of the most important aspects of IoT. To
ensure that an IoT environment is reliable, a mechanism to allow a set of nodes to reach
an agreed value is necessary.

In order to provide a high flexible and reliable platform of IoT, an IoT platform that
integrates Fog computing and Cloud computing (FC-IoT) is used in this study. In an
IoT environment, a mechanism to allow a given set of nodes to agree on a common
value is necessary for reliable smart application [4]. Such a unanimity problem was called
consensus problem [5]. It requires a number of independent nodes to reach consensus
in cases where some of those components might be faulty. In our study, the consensus
problem of FC-IoT will be explored.
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The consensus problem is defined by Meyer and Pradhan [5]. The solutions of consensus
problem are defined as protocols, which achieve a consensus and hope to use the minimum
number of rounds of message exchanges to achieve the maximum number of allowable
faulty capability. In this study, the solution of consensus problem is concerned in the
FC-IoT. The definition of the problem is to make the fault-free nodes in the FC-IoT to
reach consensus. Each node chooses an initial value to start with, and communicates to
each other by exchanging messages. The nodes are referred to make a consensus if it
satisfies the following conditions [5].
Consensus: All fault-free nodes agree on a common value.
Validity: If the initial value of each fault-free node ni is vi, then all fault-free nodes

shall agree on the value vi.
In a consensus problem, many cases are based on the assumption of node failure in a

fail-safe network [6]. According to the assumption of node failure, a Transmission Medium
(TM) fault is unfairly treated as a node fault, regardless the correctness of an innocent
node; hence, an innocent node does not involve consensus [6]. This is a contradiction
with the definition of consensus problem which requires all fault-free nodes to achieve
a consensus. In the FC-IoT, numerous nodes are interconnected. Achieving consensus
on a same value in the FC-IoT even if certain TMs are fallible, the protocol is required
so that systems can still operate correctly. However, in previous studies, the consensus
protocols within faulty TMs were designed in traditional network topology [5]. Wang et
al. [7] had solved this problem by protocol FCC on an FC-IoT, but they treated all TM
failures as malicious. Actually, the symptom of a faulty TM can be classified into two
types: dormant (such as crash, stuck-at, or delay) and malicious. The dormant faults of
a TM always can be identified by the receiver if the transmitted message was encoded
appropriately (i.e., by NRZ-code, Manchester code [8]) before transmission. On the other
hand, the malicious faulty TMs are unpredictable. In this study, the consensus problem
to enlarge the fault tolerant capability by allowing both dormant faults and malicious
faults exist simultaneously (named dual failure mode) on an FC-IoT is revisited. And,
the protocol FC Dual Consensus (FDCC) protocol is proposed in this study to solve the
consensus problem.
The rest of this paper is organized as follows. Section 2 will serve to introduce the FC-

IoT used in this study. The proposed FDCC of FC-IoT will be brought up and illustrated
in detail in Section 3. An example of executing the proposed protocol is given in Section
4. Section 5 is responsible for proving the complexity of our new protocol. Finally, Section
6 gives conclusions of this research.

2. The Network Structure. In the IoT environment, various types of sensor data in
real life can be collected through a combination of a large number of sensors. Using these
huge sensory data from all of them, a wide range of application services can be provided.
For example, FC-IoT can be used as a prevent disaster monitoring system. In the FC-
IoT, there are three layers: the IoT sensors layer, the Fog computing layer and the Cloud
computing layer. The IoT sensors layer consists of sensor nodes that are responsible for
sensing the data required for IoT applications. The Fog computing layer is constructed
by a set of Fog groups; each Fog group consists of a large number of Fog nodes, which
are responsible for processing specific information and judgments. The Cloud computing
layer consists of many Cloud nodes that provide services for Cloud users.
At FC-IoT, the sensed data of the sensors in different regions are sent to the correspond-

ing Fog group in the Fog computing layer, and the data is processed by the Fog nodes
in the particular Fog group. Each Fog group collects relevant monitoring information for
different regions and then analyzes the collected information in each Fog group. Finally,
the status of the monitored area is then transmitted to the disaster prevention center of
the Cloud computing layer so that government decisions can be made.
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In short, the FC-IoT is proposed by the integration of Fog computing and Cloud com-
puting, where data can be analyzed and processed by devices in the network rather than
being centralized in the Cloud computing. By coordinating and managing the comput-
ing and storage resources at the edge of the network, more and more connected devices
and the emerging needs of IoT can be processed by the Fog computing. Therefore, the
FC-IoT can be made as an appropriate platform for providing the critical services and
applications of IoT, including connected vehicle, smart city and so on.

3. The Proposed Protocol. In an FC-IoT, a sender’s message is always identifiable
by a receiver; and the protocol’s processing time can be negligible. If each node always
works well during the execution of consensus protocol, but TMs may be damaged due to
break, some noise or intruder, thus a TM may be in faulty when its transferred message
is changed or delayed. Conversely, a TM is fault-free when the transferred message is
always received correctly and on time. The symptom of faulty TMs can be divided into
two kinds: dormant and malicious. The dormant faults can be identified by the receiver
but the malicious faults cannot. Usually a node’s computation time is faster than the
message transmission time through a TM; hence, a node’s computation time for protocol
is ignored. Under such an assumption, the protocol can make the fault-free node in an
FC-IoT to reach a predefined common value with the minimal number of rounds. The
variables used in our study are listed in Table 1.

Table 1. The definition of variables used in FDCC

Definition

Rj Sensing region in the IoT sensors layer

sij
Sensor node in the sensing region Rj of IoT sensors layer, 1 ≤ i ≤ nRj

where
nRj

is the number of sensing nodes in sensing region Rj of IoT sensors layer

Fj Fog group in the Fog computing layer

fij
Fog node in the Fog group Fj of Fog computing layer, 1 ≤ i ≤ nFj

where nFj

is the number of Fog nodes in Fog group Fj of Fog computing layer

cj
Cloud node in the Cloud computing layer, 1 ≤ j ≤ nC , where nC is the
number of nodes in Cloud computing layer

R The total number of sensing regions in IoT sensors layer

F The total number of Fog groups in Fog computing layer

TMRFj The number of TMs between sensing region Rj and Fog group Fj

TMFj The number of TMs in Fog group Fj

TMFCj

The number of TMs between Fog group Fj of Fog computing layer and Cloud
computing layer

fm
RFj

The total number of allowable malicious faulty TMs between sensing region
Rj and Fog group Fj

fd
RFj

The total number of allowable dormant faulty TMs between sensing region
Rj and Fog group Fj

fm
Fj

The total number of allowable malicious faulty TMs in Fog group Fj

fd
Fj

The total number of allowable dormant faulty TMs in Fog group Fj

fm
FCj

The total number of allowable malicious faulty TMs between Fog group Fj

and Cloud computing layer

fd
FCj

The total number of allowable dormant faulty TMs between Fog group Fj

and Cloud computing layer
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The FDCC is used to solve the consensus problem in the FC-IoT with dual fallible
TMs. With consideration for efficient consensus, the sensor nodes of IoT sensors layer are
used to sense the required data of a specific application, the Fog nodes of Fog computing
layer are used to get a common request of the specific application, and the Cloud node
in Cloud computing layer is used to serve the cloud services. In the proposed protocol
FDCC, the requests of the application services are obtained from sensor nodes. And, the
common value of the required data for a specific application is determined by Fog nodes
of Fog computing layer. There are two phases that Fog nodes need to execute: the MEC
(Messages Exchanged and Collected) phase and DM (Decision Making) phase. The MEC
phase is used to collect messages from other nodes. Furthermore, the influence of a faulty
TM can be removed. Afterward, in the DM phase, each fault-free node uses the messages
received during the MEC phase to determine the common value.
In the MEC phase, each node communicates with other nodes and itself via TMs to

get the messages. Finally, the DM phase will get the common value among the nodes.
In the first round of the MEC phase, each Fog node fij multicasts its initial value vi
through TMs, and then receives the initial value of other nodes. The receiver can always
detect the message(s) through dormant faulty components if the protocol FDCC encodes
a transmitted message by using Manchester code [8]. Hence, if the messages pass through
any dormant faulty TMs, then the received message will be replaced by λ. In the second
round, each node fij acts as the sender, sending the vector received in the first round,
and constructs a matrix, called the MATi, 1 ≤ i ≤ nFj

. Finally, the DM phase will get
the common value among the nodes. In the FDCC, MATi is the matrix set up at node
fij for 1 ≤ i ≤ nFj

. However, the MAJk and DECi are used in FDCC to determine the
consensus value. MAJk is a majority function that takes the majority value of the k-th
row of MATi for 1 ≤ k ≤ nFj

. The common value DECi obtained by Fog nodes will be
transferred to Cloud computing layer. The majority of the received common values are
taken by Cloud node, and then the consensus value can be obtained. The pseudo code of
the FDCC is shown in Figure 1.

4. An Example of Executing FDCC. Taking the disaster prevention monitoring sys-
tem constructed by FC-IoT as an example to execute FDCC is discussed in Figure 2.
Firstly, each sensor node of region R1 senses the environment status. The TM between
s11 and Fog group F1 is assumed in malicious fault, and the TM between s15 and Fog
group F1 is assumed in dormant fault. Then, the sensing statuses of the specific appli-
cation are transferred to Fog group F1. Because the TM between s11 and Fog group F1

is malicious fault, the message transmitted by the sensor node s11 through the malicious
faulty TM will be maliciously changed. And, the TM between s15 and Fog group F1 is
in dormant fault; hence, the message transmitted by s15 is set to λ. In this example, the
message is represented by bold and italics that indicate the message had been modified.
The Fog node receives the requests sent from sensor nodes, and the received requests

are taken as the majority. The majority value is used as the initial value (vi) of Fog node.
In the first round of the MEC phase, each Fog node fij broadcasts vi, and then receives
the initial value from the other Fog nodes in the same group, and constructs vector Vi. In
this case, the TM between f11 and f16 is assumed in malicious fault, and the TM between
f12 and f13 is assumed in dormant fault. Then, the vector received in first round of Fog
group F1 of Fog computing layer is obtained. In the second round of MEC phase, Fog
node fij broadcasts Vi, and then receives the vectors broadcast by other Fog nodes, and
construct MATi. After that the DM phase takes the majority value of MAT1 to construct
the matrix MAJ1, and achieves the common value DEC1 (= 1) can obtain group F1’s Fog
nodes. The MAT1 is constructed in second round and MAJ1 of MAT1 as majority value.
Finally, the common value of each Fog node in Fog group F1 is transferred to Cloud

computing layer. In this example, the TM between f12 and Cloud computing layer is
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FDCC

(1) The requests for the application services are sent to the corresponding Fog group
of Fog computing layer by IoT sensor nodes.

(2) The Fog node fij receives the requests sent from sensor nodes, and the received
requests are taken as the majority.

(3) The majority value is used as the initial value (vi) of Fog node fij.
(4) The Fog nodes of Fog computing layer execute the following steps to get the com-

mon value.
Phase 1: MEC phase
Round 1: Node fij broadcasts vi, and then receives the initial value from the

other nodes in the same group, and constructs vector Vi. If a dormant
fault is found, it will be set to λ by the receiver standing for a dormant
fault.

Round 2: Node fij broadcasts Vi, and then receives the vectors broadcast by
other nodes, and MATi is constructed by the following steps. If the
TM between two nodes is dormant fault then λ is stored.

Step 1: Receive the initial value vi from node fij, 1 ≤ i ≤ nFj
.

Step 2: Construct the vector Vi = [v1, v2, . . ., vn], 1 ≤ i ≤ nFj
.

Step 3: Broadcast Vi to all nodes, and receive column vector Vk from node fkj,
1≤ k ≤ nFj

.
Step 4: Construct an MATi (Setting the vector vk in column k, 1 ≤ k ≤ nFj

).
Phase 2: DM phase:
Step 1: Each λ value is ignored and does not join to majority.
Step 2: Take the majority value of the k-th row of MATi to MAJk, 1≤ k ≤ nFj

.
Step 3: Search for any MAJk. If (∃MAJk = ¬vi), then DECi: = ϕ;
Step 4: Else if (∃MAJk =?) AND (vki = vi), then DECi: = ϕ; else DECi : = vi.

(5) The common value DECi is obtained and transferred to Cloud computing layer.
(6) The Cloud nodes of Cloud computing layer get the common values DECi received

from the Fog nodes of Fog computing layer and take the majority value as the
consensus value.

Figure 1. The proposed FDCC

assumed in malicious fault, the TM between f14 and Cloud computing layer is assumed
in dormant fault. The Cloud nodes in Cloud computing layer receive the common value
of each Fog node in Fog group F1, and the received common values are taken as the
majority. The majority value is the environmental status of region R1 in IoT sensors
layer determined by the disaster prevention monitoring system.

5. The Complexity of the FDCC Protocol. The following theorems are used to
prove the complexity of FDCC.

Theorem 5.1. One round of message exchange cannot solve the consensus problem.

Proof: Message exchange is necessary. A node cannot derive whether or not a dis-
agreeable value exists in other nodes without message exchanging. Hence, the consensus
problem cannot be implemented. In addition, one round of message exchange is not e-
nough to solve the consensus problem. If node ni is connected with node nm by faulty
TM, node ni may not know the initial value in node nm by using only one round of mes-
sage exchanges. Hence, it is possible to reach a consensus by using one round of message
exchanges.
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s11 s12 s13 s14 s15
1 1 1 1 1

(a) The sensing data of each sensor node in the IoT sensors layer

s11 s12 s13 s14 s15 Majority

f11 1 1 1 1 λ 1
f12 0 1 1 1 λ 1
f13 1 1 1 1 λ 1
f14 0 1 1 1 λ 1
f15 1 1 1 1 λ 1
f16 0 1 1 1 λ 1

The received requests sent from sensor
nodes and take the majority

f11 f12 f13 f14 f15 f16
1 1 1 1 1 1

The initial value of each Fog node

(b) The initial value of each Fog node in Fog group F1

f11 f12 f13 f14 f15 f16
f11 1 1 1 1 1 0
f12 1 1 λ 1 1 1
f13 1 λ 1 1 1 1
f14 1 1 1 1 1 1
f15 1 1 1 1 1 1
f16 0 1 1 1 1 1

(c) The vector received in first round of Fog group F1

f11 f12 f13 f14 f15 f16

DEC11 = 1

f11 f12 f13 f14 f15 f16

DEC12 = 1

1 1 1 1 1 0 1 1 1 1 1 0
1 1 λ 1 1 1 1 1 λ 1 1 1
1 λ 1 1 1 1 λ λ λ λ λ λ
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 0 0 0 0 0 0 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

MAJ11 of MAT11 MAJ12 of MAT12

f11 f12 f13 f14 f15 f16

DEC13 = 1

f11 f12 f13 f14 f15 f16

DEC14 = 1

1 1 1 1 1 0 1 1 1 1 1 0
λ λ λ λ λ λ 1 1 λ 1 1 1
1 λ 1 1 1 1 1 λ 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

MAJ13 of MAT13 MAJ14 of MAT14

f11 f12 f13 f14 f15 f16

DEC15 = 1

f11 f12 f13 f14 f15 f16

DEC16 = 1

1 1 1 1 1 0 0 0 1 0 0 0
1 1 λ 1 1 1 1 1 λ 1 1 1
1 λ 1 1 1 1 1 λ 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

MAJ15 of MAT15 MAJ16 of MAT16

(d) Construct MAT1 in second round and MAJ1 of MAT1 as majority value

f11 f12 f13 f14 f15 f16 Majority

c1 1 0 1 λ 1 1 1
c2 1 0 1 λ 1 1 1
c3 1 1 1 λ 1 1 1
c4 1 0 1 λ 1 1 1
c5 1 1 1 λ 1 1 1

(e) The consensus value of each node in Cloud computing layer

Figure 2. An example of executing FDCC
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Theorem 5.2. The constraint of t > 2TMm + TMd can be applied to DFCC where t is
the total number of TMs in a distributed system, TMd is the number of allowable dormant
faulty TMs, and TMm is the number of allowable malicious faulty TMs.

Proof: According to the assumption, the sender node can transmit t copies of the same
value to the destination nodes through t TMs. Due to the constraint of t > 2TMm+TMd,
in the worst case, the destination node can get t−TMd copies of the value from the sender
node. Since t− TMd > 2TMm, the majority value can be taken on these t− TMd values
and let each destination node get the value vi. Therefore, the constraint of TMRFj

>

2fm
RFj

+ fd
RFj

between sensing region Rj of IoT sensors layer and the Fog group Fj of Fog

computing layer, the constraint of TMFj
> 2fm

Fj
+ fd

Fj
in Fog group Fj of Fog computing

layer, and the constraint of TMFCj
> 2fm

FCj
+fd

FCj
between Fog group Fj of Fog computing

layer and the Cloud nodes in Cloud computing layer can be applied.

Theorem 5.3. The total number of allowable faulty TMs by FDCC is optimal.

Proof: The total number of allowable faulty TMs by FDCC can be discussed by three
parts.

1) TMs between IoT sensors layer and Fog computing layer: By using FDCC, the
sensor nodes in sensing region Rj can transmit the sensing data to the Fog group Fj

through TMRFj
paths. According to the assumption of fm

RFj
≤

⌈(
TMRFj

− fd
RFj

)
/2
⌉
−

1 and fd
RFj

≤ TMRFj
− 1, the nodes in the Fog group Fj, in the worst case, can get

TMRFj
− fd

RFj
values from the sensor nodes. Since fm

RFj
≤

⌈(
TMRFj

− fd
RFj

)
/2
⌉
− 1

and fd
RFj

≤ TMRFj
− 1, the majority can be taken on these TMRFj

− fd
RFj

values and
let each of the nodes in the Fog group Fj get the value vi.

2) TMs in Fog computing layer: For the same reason, each Fog node fij in Fog group
Fj can transmit its vi to other nodes in the same Fog group through TMFj

paths.

According to the assumption of fm
FCj

≤
⌈(

TMFj
− fd

Fj

)
/2
⌉
− 1 and fd

Fj
≤ TMFj

− 1,

the nodes in the Fog group Fj, in the worst case, can get TMFj−fd
Fj

values from other

nodes in the same Fog group. Since fm
FCj

≤
⌈(

TMFj
− fd

Fj

)
/2
⌉
−1 and fd

Fj
≤ TMFj

−1,

the majority can be taken on these TMFj
− fd

Fj
values and let each of the Fog nodes

in the Fog group Fj get the common value.
3) TMs between Fog computing layer and Cloud computing layer: In this

case, the Fog nodes in Fog group Fj can transmit the common value to the Cloud
computing layer through TMFCj

paths. According to the assumption of fm
FCj

≤⌈(
TMFCj

− fd
FCj

)
/2
⌉
− 1 and fd

FCj
≤ TMFCj

− 1, the Cloud nodes in the Cloud

computing layer, in the worst case, can get TMFCj
− fd

FCj
values from the Fog nodes

in the Fog group Fj. Since fm
FCj

≤
⌈(

TMFCj
− fd

FCj

)
/2
⌉
− 1 and fd

FCj
≤ TMFCj

− 1,

the majority can be taken on these TMFCj
− fd

FCj
values and let each of the Cloud

nodes in the Cloud computing layer get the consensus value.

6. Conclusion. As the same with Wang et al. [7], we consider an FC-IoT whose nodes
are reliable during the consensus execution; while the TMs may be disturbed by some
faults, break down, stuck-at, noise or an intruder. A new efficient and reliable protocol
to achieve consensus in an unreliable transmission FC-IoT is proposed first; then its
efficiency and reliability are proved later. The proposed protocol FDCC can tolerate d
dormant faulty TMs and m malicious faulty TMs simultaneously exist to reach consensus,
where t > 2m+ d and t is the total number of TMs in each layer of FC-IoT. In addition,
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Table 2. Comparison of the fault tolerant capability between FDCC and FCC

The connectivity of FDCC FCC
one layer in FC-IoT m d m d

3
0 ≤ 2 0 0
1 0 1 0

4
0 ≤ 3 0 0
1 ≤ 1 1 0

5
0 ≤ 4 0 0
1 ≤ 2 1 0
2 0 2 0

6
0 ≤ 5 0 0
1 ≤ 4 1 0
2 ≤ 1 2 0

7

0 ≤ 6 0 0
1 ≤ 4 1 0
2 ≤ 2 2 0
3 0 3 0

8

0 ≤ 7 0 0
1 ≤ 5 1 0
2 ≤ 3 2 0
3 ≤ 1 3 0

the proposed protocol requires only two rounds of message exchanges. The fault tolerant
capability is much better than the results of FCC proposed by Wang et al. [7] whose
protocol can tolerate t > 2m faulty TMs only. Table 2 shows the comparison between
these two protocols.
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