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Abstract. Optical Character Recognition (OCR) is based on converting a textual im-
age to an editable text. To this end, OCR systems are composed of a set of modules
including image preprocessing, segmentation, feature extraction, and classification. In
this paper, we introduce our proposed OCR system for Amazigh language transcribed in
Latin. In order to improve the performance of this system, we have, first, studied the
influence of different preprocessing treatments on the recognition, typically for historical
documents. Then, we have applied two approaches in the classification phase, which are
neural network and adaptive classifier. To undertake this study, we have prepared a cor-
pus including a set of documents extracted from books, written in Amazigh transcribed in
Latin. The result of this study shows that neural network classifier gives best recognition
rate for diacritic languages, particularly in the case of Amazigh language transcribed in
Latin.
Keywords: OCR, Amazigh, Neural network, Adaptive classifier, Diacritics, Transcrip-
tion

1. Introduction. The Optical Character Recognition (OCR) [1-3] is a technology that
allows converting various types of documents such as scanned paper documents, PDF files
and digital images into editable and searchable format. OCR technology can be applied
to both on-line and off-line writing aspect [4], and can be integrated in many application
domains such as automatic processing, archiving, and indexing [5]. An OCR system [8]
consists of pre-processing phase, segmentation phase [2,6], feature extraction phase [7,8]
and classification phase [9].

With the officialization of the Amazigh language, several studies were made on this
language. Existing studies on Amazigh OCR systems have focused on Amazigh writing
in the Tifinaghe alphabet. However, this alphabet has been generalized and automated
recently with the creation of the Royal Institute of Amazigh Culture in 2001. We notice
the existence of large number of documents written in Amazigh language transcribed in
Arabic and Latin alphabet. In this paper, we chose to treat Amazigh documents written
in Latin alphabet.

In the remaining of this paper, we introduce the Amazigh language writing character-
istics in Section 2. In Section 3, we present our proposed system. Then, we show, in
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Section 4, the evaluation of the proposed system tested on a set of documents extract-
ed from different books. Finally, in Section 5, we draw conclusions and suggest further
related research.

2. Characteristics of Amazigh Language. The Amazigh language, or Tamazight, is
one of the oldest humankind languages [10]. There are no official data on the number of
speakers, but the number of users is estimated to around thirty to fourty million. Three
writing systems are used [11] to transcribe Amazigh language in Morocco: Tifinagh [12],
the Arabic alphabet and the Latin alphabet which we focus on in this work [13]. The
system used for the Amazigh transcription is not unique for all documents. There are
standard transcription systems developed by known authors. Certain authors base their
writings on referenced transcription tables, while others use their own charsets. Knowing
that the charset used for transcription is not unique, and there is no standard system
elaborated for this purpose, we have tried to collect the charsets used by different authors
from a set of Amazigh documents transcribed in Latin [10] and form a list containing
all characters used [14]. We can notice that the charsets used in the transcription of
Amazigh in Latin is composed of the Latin alphabet with diacritics below, above and
after the characters. In addition to the Latin alphabet, other special characters are used
in the transcription. Thus, we have gotten a set of 23 consonants, 6 vowels and 10
diacritics [10]. We consider the Amazigh language transcribed in Latin as a diacritical
language due to the presence of diacritics in a set of characters.
The difficulty facing the Amazigh language transcribed in Latin processing arises in

two essential points.

• The documents seniority: documents seniority is a major problem in the OCR.
Several factors influence the recognition rate [13]. Among these factors, we can
mention the quality and color of the paper. The quality of the documents may cause
the transparency of the paper, where the characters on a page appear in another page
in two-sided document case. On the other hand, the yellow color, characterizing such
documents, turns into noise after scan. The old style of writing and breaks in the
characters can also be an obstacle to good recognition.
The figure below shows an example of these documents.

Figure 1. An example of an ancient document containing Amazigh text
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• The presence of diacritics: the presence of diacritics represents, generally, an obstacle
for the recognition. The diacritical marks can be considered as noise, and then
eliminated in the pretreatment phase. Some characters have the same body with
different diacritics so the chance to be confused in the classification phase is high.

3. The Proposed System.

3.1. System architecture. The architecture of the proposed system is displayed in Fig-
ure 2 [10].

Figure 2. The architecture of our proposed system

3.2. OCR system phases. Our OCR system for the Amazigh language transcribed in
Latin is composed as follows. The first phase is the digitization. After being scanned
via an optical scanner, images are entered to the system, and then the systems steps are
executed.

Pre-processing phase: In this phase, we choose to use tree treatments. The first one
is binarization, where we compared tree binarization methods in order to select the most
appropriate. The second treatment is skew detection and correction. In this treatment,
we used Hough transformation. This transformation allows detecting writing lines and
angle rotation of the document. It can be applied to any geometric shape that can be
described by this equation:

ρ = x ∗ cos θ + y ∗ sin θ (1)

where (ρ, θ) defines a vector from the origin to the nearest point on the line.
The last treatment is noise elimination. This treatment is very important for our

system, since we deal with ancient documents that contain a special noise due to the
paper quality. After several tests on different filters we chose to apply the median filter.

Segmentation phase: Since our language has a non-continuous cursive script, we
used a horizontal histogram to extract lines and vertical histogram to extract characters.

Features extraction phase: At this level, we extracted different features such as
gradients, and singular points of skeleton.

Classification phase: In this phase, we choose to use statistical approaches for recog-
nition. We compared two famous methods in order to visualize the behavior of each one
against the script used in the transcription of Amazigh language that is characterized by
the presence of diacritics. The two chosen methods are the Recurrent Neural Networks,
and the Adaptive Classifier.
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In the literature, it has been shown that the adaptive classifier gives good results for
diacritical languages such as Greek, Urdu and Arabic. However, the neural network
method is known by its robustness and capacity to be adapted to complicated cases. So,
we will study the behavior of each of these two methods relatively to our studied language
in order to choose the most appropriate. Recurrent Neural Networks: The RNNs are
known by their capacity to learn and recognize complicated problems. They are used in
many projects concerning OCR and they give important recognition rates [15,17]. The
RNN chosen is the Long Short-Term Memory (LSTM).
Proposed in the mid-90s, the LSTMs arrived to overcome the neural networks problem

of forgetting information learned previously. They allow recurrent nets to continue to learn
over many time steps. LSTM has proven to be very successful in machine learning and
AI mostly in pattern recognition even in complex cases such as handwriting recognition
[17]. The idea behind the LSTM is that each computational unit is related not only to
a hidden state h but also to a state c of the cell that plays the role of memory. Each
hidden layer in LSTM architecture is constituted of blocks. An example of block is shown
in Figure 3.

Figure 3. A block in LSTM

The LSTM block is composed of three non-linear gates namely, an input, an output
and a forget gate. The gates intended role is to regulate the information flow into and
out of the cell. The goal of this operation is to regulate long-range dependencies and in
consequence, achieve successful RNN training. Each of the gates has its own parameters
[18].
The equations for the LSTM memory blocks are given as follows:

it = σ (Uiht−1 +Wixt + bi) (2)

ft = σ (Ufht−1 +Wfxt + bf ) (3)

ot = σ (Uoht−1 +Woxt + bo) (4)

ct = ft ∗ ct−1 + it ∗ tanh (Ucht−1 +Wcxt + bc) (5)

ht = ot ∗ tanh(ct) (6)

where
x: input vector to the LSTM block
it: input gate’s activation vector
ft: forget gate’s activation vector
ot: output gate’s activation vector
ct: cell state vector
ht: output vector of the LSTM block
W , U , b: weight matrices learned during training.
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Adaptive Classifier: It has been suggested and demonstrated that OCR engines can
benefit from the use of an adaptive classifier. The specificity of the Amazigh language
transcribed into Latin characters is the presence of diacritic below and above a large
number of characters. The experiments on this classifier for diacritical languages, such as
ancient Greek [19] and Urdu [20], have shown that it is strong for this type of languages.
The adaptive classifier in our case is based on polygonal approximation features. The
polygonal approximation can be obtained by choosing the polygon vertices in such a way
that the overall approximation error is minimized.

Error measures: Mean square E2 =
N−1∑
i=2

|xi − di|2

Maximal Emax = max2≤i≤N−1 |xi − di|

4. Experiments and Results. The objective of our work is to elaborate an OCR system
that can recognize the characters used in the Latin transcription of Amazigh language.
To study the behavior of our proposed system against this language, we constructed a
dedicated OCR corpus, and undertook a series of experiments focusing on preprocessing
and classification phases.

4.1. Corpus construction. As none of the previous work has been done on the Amazigh
language transcribed on Latin, there is no standard corpus for this language, which justi-
fies the need to construct our own corpus. We have created 2 corpuses: reference corpus
to train and test system models and validation corpus to validate the built model. The
creation of reference corpus, associated to the Amazigh language transcribed in Latin,
passed through tree steps.

• We collected different charsets used in the transcriptions from different books.
• We applied many fonts with varied sizes. The used fonts must be adequate to writing
characterized by the presence of diacritics.

• We created a set of lines containing the extracted characters in different fonts and
sizes. Each line is represented the corpus by an image and a text file including the
transcription of this line.

The reference corpus is composed of training and test corpora. The two corpora contain
respectively 7,000 and 3,000 images. The validation corpus is composed of raw document
images containing a text written in Amazigh language transcribed in Latin. It is prepared
based on scanned pages collected from different books [10]. Some books in this collection
are ancient and others are recent. Therefore, the quality of the documents differs from
one document to another depending on the state and the book seniority. There are 3
types of documents:

• Doc 1: recent document with good quality
• Doc 2: ancient document
• Doc 3: ancient document with transparent paper

4.2. Preprocessing phase experiments. As explained in Section 3, we chose to apply
tree different treatments in the preprocessing phase.

Binarization. We compared tree famous binarization methods that are Sauvola’s
method, non-linear method and Otsu’s method. Table 1 gives the recognition rates ac-
cording to the three different binarization methods.

Table 1. Recognition rates for binarization methods

Binarization method Sauvola Otsu Nonlinear
Recognition rates 66% 82% 96%
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The experiment is applied on scanned documents. Unfortunately, the scanner degrades
usually the image quality and leaves some dark pixels and gray spots that may prevent
good character recognition. According to the experimentations, the Otsu’s method does
not allow eliminating the image defects completely, which influences the recognition rate.
On the other hand, Sauvola’s method manages to remove the imperfections. However,
it generates some breaks on the characters structure and causes the deletion of some
text parts, which explains the low recognition rate noted for this method. However, the
nonlinear method gives best result in binarization and character pattern conservation,
which is illustrated by the high recognition rate in Table 1.
Skew detection and correction. The second treatment is the skew detection and

correction. It aims to rotate the document to the right direction and correct the skew
caused generally by the scanner. For these reasons, we used the Hough transformation.
The skew in an image makes the horizontal and vertical segmentation a very difficult

task, since the lines are not straight, and decrease greatly the recognition rate.
To overcome this problem, the Hough transformation method is used. It is able to

detect the angle rotation by defining the baseline of the writing, and to allow a good
segmentation [10].
Noise elimination. The third treatment in our system preprocessing phase is the

noise elimination. Noise in a document can be confused with characters, which influences
the recognition performance, especially in the case of diacritical languages. To deal with
this problem, we apply median filter. The noise elimination result illustrated in Table 2
shows that the median filter arrives to increase the recognition rate by 9%.

Table 2. Recognition rates for noise elimination method

Noise elimination Raw Median filter
Recognition rate 86% 95%

4.3. Classification phase experiments. To study the behavior of classification ap-
proaches against one of diacritical languages, which is the Amazigh language transcribed
in Latin in our case, we chose two approaches: neural network and adaptive classifier. To
conduct experimentation based on neural network, we used OCRopus System [14]. It is
a free document analysis and optical character recognition tool. It is based on statistical
approaches using Multi-Layer Perceptrons (MLPs). While, we used Tesseract [21] system
to study the behavior of the adaptive classifier against the neural network model.
Model training and test
The training phase is a primary step in the two approaches. We used our created corpus

to train both systems. To train the neural network system, we undertook the learning for
more than 30,000 iterations. After each 1000 iterations, a model is created based on the
previous models. We generated 20 different neural network models in total.
The test shows that the best model is obtained after 20,000 iterations and gives

a recognition rate of 98%. The training of the Tesseract system passes through tree
steps: the generation of boxes, the creation of the trained data file and the training [21].
Test on the obtained system succeeded in 96%.
Model evaluation
To evaluate the two approaches, we used the validation corpus defined in the corpus

constructions section. In order to analyze the system behavior towards pre-processing,
we ran the system on documents in two steps. In the first step, we used raw documents,
without any preprocessing. In the second step, documents have undergone pretreatments,
which are binarization skew detection and noise elimination, previously discussed in the
preprocessing phase. The recognition rates are shown in Table 3.
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Table 3. Recognition rates

Recognition rates
Approaches
NN AC

Raw Doc 1 95% 94%
Preprocessed Doc 1 97% 95%

Document quality Raw Doc 2 60% 70%
variation Preprocessed Doc 2 96% 90%

Raw Doc 3 54% 60%
Preprocessed Doc 3 91% 86%

In order to observe the impact of each approach on the recognition of character with/
without diacritic, we have calculated the classification rate of these characters for both
approaches. For that, we used documents of type Doc 2 with preprocessing. The results
are displayed on Table 4.

Table 4. Character with/without diacritic recognition rate for each approach

Approaches
NN AC

Character with diacritic 80% 71%
Character without diacritic 98% 94%

4.4. Results. According to Table 3, we remark that the adaptive classifier gives better
result while dealing with raw ancient documents. Furthermore, we notice that the recog-
nition rate decreases as the document quality deteriorates from Doc 1 to Doc 3. While,
the preprocessing importance increases for both approaches, even it is more efficient for
the neural network approach. Thus, the neural network approach gives better results
compared to the adaptive classifier that reach respectively 96% and 90% for prepro-
cessed ancient documents. In processed documents, the recognition rate is remarkably
low compared to documents with processing in the two approaches. Several recognition
errors appear in both cases. Those errors are usually due to noise, or to the characters
breaks caused by some treatments. However, there are some misclassifications errors, for
example,

• The capital letters and lowercases are sometimes confused;
• Problem in detecting the absence or the presence of diacritics for some characters
like “G” is confused with “Ḡ”, and “Ů” with “U”;

• “w” is generally not recognized;
• Spaces are sometimes missed.

Comparison of recognition rates of characters with and without diacritics, for both
approaches, shows that the classification errors are made mainly in the characters with
diacritics. The difference is remarkable for both approaches but the NN is more suitable
for the recognition of those characters. The errors remarked on diacritical characters are
such as:

• Characters that are recognized as two characters, for example, “̊u” is recognized as
“ii” or “u” as “r.r”;

• Confusion between characters: “d
¯
” and “t

¯
” with “l.”, “g” with “ġ”, . . ..

There are also some errors in characters with no diacritics such as confusion between
“e” and “c”, “a” and “u”, “nn” and “m”, “h” and “lr”.

Discrimination between diacritics differs from an approach to another. Some of these
diacritics are distinguishable but others are confused. Table 4 shows that the rate of
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diacritical marks recognition is high for the two approaches. However, the fusion of dia-
critics with the body of the character prevents the recognition of retching 100%. Fusion
problems can happen in the acquisition phase, when we scan the document, or in the
preprocessing phase. Some diacritics are similar, so the chance to be confused increas-
es. Other diacritics are in the form of superscript character (written under, above, to
the right or to the left of the character). Those diacritical marks are confused with the
original character. The confusion of character with their exponent is due to problems of
positioning the character relatively to the baseline. These experiments show that prepro-
cessing phase is an important phase for the OCR system. However, the treatments chosen
must be adequate to documents category. Insufficient treatment can produce damages in
the characters structure that influence recognition performance. Both approaches gave
an interesting percentage of recognition, which shows that the learning based on our con-
structed corpus is quite successful. The results of these experiments prove that the neural
network approach is the best approach for the classification of diacritical language, which
is, in our case, the Amazigh language transcribed in Latin. The adaptive classifier gives
also good recognition rate but the error on diacritical characters is much more important
than the neural network approach. We note that there is no reference system to compare
with, as a result of the lack of research developed for this language.

5. Conclusion. In this paper, we have introduced the studied language, which is the
Amazigh language transcribed in Latin. Then, we have described our proposed system
composed of a set of modules. With the aim to study the behavior of two statistical
classification approaches, which are neural network and adaptive classifier, we created
a corpus and we trained both classifiers. On the other hand, we compared some pre-
processing treatments, in order to study the importance of this phase in the recognition
performance. Experiments show that results, with and without pre-processing phase, are
dissimilar. Recognition rates increase remarkably when applying the treatments on the
image. Consequently, we can conclude that pre-processing phase is a primary step in
OCR systems. On the other hand, comparison of the two classifiers, on the constructed
corpus, gives a recognition rate of 95% for the adaptive classifier vs. 97% for the NN
which proves that the neural network approach is better than the adaptive classifier. In
perspective of this work, we will develop the corpus and combine the classifiers to give
a better recognition. On the other hand, we will work on a second transcription of the
Amazigh language which is the Arabic transcription.
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