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Abstract. Retweet prediction on social media is an important task for studying the
principle of information diffusion. However, most researches focus on retweet prediction
at the individual or site-wide levels and they ignore community structure. Previous s-
tudies have examined various factors influencing user retweet behavior, such as content
influence and user influence. Yet a unified framework has not been formed. The main
contribution of our research work is the design of a novel framework for predicting the
retweet behavior of social media users from the perspective of user behavior spreading.
We consider the three influences on user retweet behavior: spontaneous behavior, infor-
mation influence, and user susceptibility. Based on real-world social media data, our
experimental results reveal that the proposed framework outperforms existing methods in
terms of three evaluation metrics. This proposed methodology can be applied to accurately
pinpointing audiences and improving the efficiency of advertising.
Keywords: Retweet predication, User behavior spreading, Social media, Information
diffusion

1. Introduction. On social media, information is disseminated to participants through
user retweet behavior. Understanding the mechanisms of social media information dis-
semination and predicting retweet behavior are essential for various applications, such as
user behavior analysis, business intelligence, and popular event prediction [1].

At present, studies predicting retweet behavior mainly focus on two aspects: massive
retweet prediction [2,3], and individual retweet prediction [4,5]. However, most microblogs
are only popular among small groups among users. Social networks are made up of many
communities, and people with similar interests, backgrounds, attitudes, and values spon-
taneously form communities [6]. According to social psychology researches, the actions
of people in the same community are homogeneous, meaning that people tend to follow
the social networking actions of their friends and others in their communities. In fact,
information dissemination on social networks passes through three stages. First, a post is
published in one community, and then it spreads quickly across other communities, and
finally becomes a hot topic at the level of the whole social networking site (SNS). At the
second stage, most microblog posts stop spreading. However, most research ignores the
second stage, thereby glossing over the community structure of the SNS. To deepen our
understanding of information diffusion on social networks, our study concerns the second
stage: information popularity in different communities.
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On social media, the spread of information is just a process of user behavior spreading:
a user observes someone reposting a microblog post, and he or she also retweets the
post. The spread of user behavior on social networks has attracted attention from several
scholars [7-9]. Aral found that user behavior spreading was affected by three factors:
spontaneous behavior, influence, and susceptibility. More importantly, all three factors
must be taken together to predict the propagation of behaviors.
Following Aral’s work, we divide the factors affecting user retweet behavior into three

categories: user spontaneity, information influence, and user susceptibility. Instead of
studying these factors separately, as previous research has done, we discuss the interactions
among the factors. In this work, we convert the prediction of user retweet behavior within
specific communities into a classification task and select appropriate variables from the
three factors. All the variables are input into different classifiers to test the accuracy of
our model.
The rest of the paper is organized as follows. In Section 2, we describe in detail the

proposed theoretical framework and selection of features. The experiment is presented in
Section 3. Results and discussion are described in Section 4. Finally, we conclude this
paper in Section 5.

2. Research Framework. Our research can be divided into three parts: community
detection, feature selection, and classification.

2.1. Community detection. The aim of our research is to predict whether the infor-
mation will become popular within communities. Therefore, dividing users into different
communities is the first task. People belonging to the same community are tightly con-
nected, whereas people from different groups are sparsely connected [10]. A popular
modularity approach is the Louvain method, which iteratively optimizes local communi-
ties until global modularity can no longer be improved given perturbations to the current
community state.

2.2. Feature selection. This study analyzes influencing features from the perspective
of user behavior and classifies the features into three categories: 1) spontaneous behavior,
2) influence of information on community members and 3) the influence among members
of the community.

2.2.1. Spontaneous behavior. It refers to the extent to which people like reposting and
commenting. It is represented by community activity and the formula is as follows:

community activity =

∑n
0 zf num + pl num

n
(1)

where zf num is one individual’s total number of reposts, pl num is one individual’s total
number of comments, and n is the total number of members in the community.

2.2.2. Influence of information on community members. Combining forces of information
influence and user susceptibility, we consider this factor from three aspects.
1) Influence of content on community members. We measure this factor by the seman-

tic similarity: Google Word2Vec model [11] is applied to measuring semantic similarity
between two microblogs.
2) The influence of content creator on community members. It can be reflected by the

network topology structure between the content creators and the community members.
Most prior research has focused on the characteristics of content creators and receivers
separately, ignoring the connections between them. In this study, we measure the con-
nections by analyzing (a) the social influence of the content creator on the whole network
and (b) the relationship between the content creators and the receivers.



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.10, NO.5, 2019 373

(a) The social influence of content creator on the whole network. PageRank is a well-
known structural feature that was used to represent users’ social impact on networks
[4,12]. The formula is as follows:

PageRank(ui) = d+ (1 + d)
∑

Vj∈I(ui)

PageRank(Uj)

O(Vj)
(2)

where PageRank(ui) is the influence of user i, I(ui) is the follower set of ui, O(Vj) is
the number of Vj’s followers. The damping d is often set as 0.15 to make the final result
converge.

(b) The relationship between the content creator and the receivers. Whether the content
creator and the receiver are in the same community is also an influencing factor, because
the actions of people in the same community are homogeneous.

3) The joint influence of content and content creator. Previous studies have discussed
the influence of content and that of content creator separately. However, that is not e-
nough. Owing to different degrees of user trust in each microblog post, people will only
retweet certain microblog post released by a content creator, instead of all posts. There-
fore, we need to consider the interaction between content and content creator, examining
these factors simultaneously. Like with semantic similarity, we measure this joint influence
by summing the similarity between the new microblog post released by a content creator
and previous microblog posts published by the same content creator and retweeted in the
same community.

2.2.3. The influence among members of the community. In addition to the external influ-
ence on a community, members of a community will also produce mutual forces [13]. On
social networks, the connections among people are modeled using network diagrams. Cen-
trality is used to illustrate the importance of nodes in the network, and centralization to
illustrate the influence of the whole network. The overall influence of the community can
be reflected by the network structure and the tightness of connections among members.

Previous research has considered the influence of the content creator from the whole-
network perspective. In our study, we measure the influence of the content creator at the
community level, determining the tightness of connections between the content creator
and the community members with the following six features.

Degree Centrality. It refers to the number of links connecting to a node. It reflects the
user’s influence in the network and information dissemination capabilities. Its formula is:

CD(Ni) =

∑n
j=1Xij(i ̸= j)

n− 1
(3)

where CD(Ni) represents the degree of node i, n is the total number of users in the
community, Xij = 1 if there is a connection between user i and user j, else Xij = 0.

Betweenness Centrality. It is the number of shortest paths that pass through a node.
For the entire network, users with large betweenness may be connected to two or more
community hub nodes, playing a key role in the dissemination of information in the entire
network. Its formula is as follows:

CB(Ni) =

∑n
i

∑n
j bij(Ni)

n(n− 1)/2
(4)

where
∑n

j bij(Ni) means the length of the shortest path of connection between node i and
node j.

Closeness Centrality. Closeness centrality of a node is the average length of the shortest
path between the node and all other nodes in the graph. The closer users are to others,
the more they do not rely on others in the process of disseminating information. Its



374 L. MENG, B. FANG, X. LIU, Y. SHANG AND A. LUO

formula is as follows:

CC(Ni) =

[∑n
i=1 d(Ni, Nj)

n− 1

]−1

(5)

where d(Ni, Nj) is the length of the shortest path between node i and node j.
Eigenvector Centrality. Similar to PageRank, eigenvector centrality is a measure of the

influence of a node in a network. The eigenvector centrality is calculated from the sum of
the eigenvector centralities of adjacent nodes [14], and its formula is as follows:

CE(Ni) =
n∑

i=1

aije(Nj) (6)

where aij = 1 if node i is linked to node j, and aij = 0 otherwise.
Cluster Score. It is the degree to which nodes tend to cluster together. A higher cluster

score means there exist denser social links among a user’s friends, and their information
is thus more likely to be retweeted by their friends. Its formula is:

ClusterScore =
C F

N(N − 1)/2
(7)

where N is the number of total friends of user i and C F is the number of connections
among user i’s friends.
The Overall Influence of the Community. According to the topological structure anal-

ysis of social networks, the topology structure of a community can be represented by four
indicators: degree centralization [15], betweenness centralization [16], closeness central-
ization [17], and clustering coefficient [18], which show the aggregation degree for degree
centrality, betweenness centrality, closeness centrality, and cluster score of the community,
respectively. Its formula is as follows:

C =

∑n
i=1 cmax − ci

max [
∑n

i=1 (cmax − ci)]
(8)

where cmax refers to the maximum centrality of the network, and n is the total number of
users of the community.

2.3. Classification. In this paper, we aim to predict microblog posts’ popularity within
communities. We formulate the prediction problem as a binary classification task. In
previous studies, most researchers have identified popular microblogs according to retweet
count [3,19-21]. We likewise divide microblogs into popular microblogs and unpopular
microblogs based on the number of times posts on these microblogs have been retweeted
by the community. We choose five supervised machine learning methods to perform the
classification: 1) support vector machine constructs a hyperplane or set of hyperplanes
in a high- or infinite-dimensional space, which can be used for classification, regression,
or other tasks like outliers detection; 2) random forests are an ensemble learning method
for classification that operate by constructing a multitude of decision trees; 3) gradient
boosting produces a prediction model in the form of an ensemble of weak prediction models
and generalizes them by allowing optimization of an arbitrary differentiable loss function;
4) AdaBoost can be used in conjunction with many other types of learning algorithms to
improve performance; 5) multi-layer perceptron algorithm is a neural network algorithm
which imitates the structure and function of biological neural network and is used to
estimate or approximate functions.

3. Experiment. In order to verify the superiority of our model, we compare our model
with previous methods. Previous studies mostly focused on the prediction of the populari-
ty in the whole network, while our study is to predict the popularity within the community
and choose features different from previous studies. The details will be described in 3.3.
The whole experimental process is divided into the following four parts.
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3.1. Data collection. Our dataset was collected from Sina-Weibo. The dataset consists
of 648,830 users and 10,237,045 social links between them.

3.2. Community detection. After obtaining users’ data, we applied the Louvain meth-
od to detecting communities from the social graph. Figure 1 and Figure 2 show examples
of a small community and a big community. The vertices represent users and the lines
represent connections. We removed communities with less than 1,000 or more than 20,000
members because large-scale or small-scale communities are not typical in the real world.
Thus, the final dataset consisted of 40 communities with 234,180 users. These users
published 116,535 original microblog posts. Further, information related to the microblog
posts, such as the content, the content creator, the number of reposts, the number of likes,
and the number of comments was collected. The number of members in each community
is shown in Figure 3.

Figure 1. A small-scale community Figure 2. A large-scale community

Figure 3. The number of members of communities

3.3. Feature construction. According to previous research, there are four types of fac-
tors affecting user retweet behavior: 1) the form of information (whether a microblog post
contains URL, “#”, “@” and its length); 2) the sentiment of information (the sentiment
score is 1 for positive content, −1 for negative, and 0 for neutral); 3) the content of in-
formation (semantic similarity); 4) the influence of information content creator (calculate
individual influence through PageRank). To examine the validity of our experimental
group, we used those four features, which consist of seven variables, to define our baseline
group (Table 1).

According to our novel proposed framework, we identify twelve new features to model
sharing behavior at the community level. These twelve features, the variables for our
experimental group, are shown and described in Table 2.
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Table 1. Features of the baseline group

Features Descriptions
isUrl, isAlt, IsTopic, length The form of information

SentimentScore The sentiment of information
Sim1 The content of information

PageRank The influence of information content creator

Table 2. Features of the experimental group

Features Descriptions
Community activity Spontaneous behavior

IsIncommunity
The relationship between the content creator and re-
ceivers

Sim2 The joint influence of content and content creator
Degree Centrality,

Betweenness Centrality,
Closeness Centrality,

ClusterScore,
Eigenvector Centrality

The connections between the content creator and
community members

Degree Centralization,
Closeness Centralization,

Betweenness Centralization,
Clustering Coefficient

The overall influence of the community

3.4. Classification. Among all the microblog posts retweeted in a given community,
we define microblog posts whose number of retweets ranks in the top 10% as popular,
and mark them as 1, otherwise as 0. To balance the data, we randomly chose, from
among all the unpopular posts, a number of unpopular posts equal to the number of
popular posts. Thus, the final dataset consists of 34,000 records, with 17,000 popular
microblog posts and 17,000 unpopular posts. We use Scikit-learn library for the Python
programming language, including support vector machines (SVM), random forests (RF),
gradient boosting (GDB), ada boosting (ADA), and multi-layer perceptron (MLP). In
order to get robust results, five-fold cross-validation was adopted.

4. Results and Discussion. To evaluate the effectiveness of our proposed framework,
we apply three common performance measures: precision, recall, and F1-Measure. It is
illustrated by the confusion matrix, which consists of false positive (FP), false negative
(FN), true positive (TP), and true negative (TN). Based on the confusion matrix, three
common performance measures were defined as follows.

Precision =
TP + TN

TP + FP + FN + TN
× 100% (9)

Recall =
TP

TP + FN
× 100% (10)

F1-Measure =
2× Precision × Recall

Precision + Recall
× 100% (11)

From Figure 4, we can see that our proposed method performed better than the baseline
group. Our model’s precision figure was greater than that of the baseline group by about
6.23%. Of the machine learning methods tested, MLP yielded notable improvement, from
59.02% to 68.99%. RF had the best precision result, with 82.20%.
With respect to recall, our proposed method gave a greater increase compared with the

augment in precision; the average increase was about 6.99%. Further, the most prominent
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(a) Precision (b) Recall

(c) F1-Measure

Figure 4. Three performance measures

improvement was from 58.89% to 68.83%, also coming from MLP, and the best recall was
82.20%, also obtained by RF.

With respect to F1-Measure, we find that our proposed method always outperformed
the baseline method. The average increase was about 6.16%. The greatest improvement
was from 58.74% to 68.77%, coming from MLP, followed by SVM and GDB, with 7.84%
and 5.24%, respectively. The best F1-Measure was 82.20%, obtained by RF.

In summary, compared with the baseline features, our proposed method with new
features performs better in all three evaluation metrics. As for classifiers, we find that
the best classification results originated from the RF method for all evaluation metrics.
Its F1-Measure was 82.20%. SVM performed worst for all three metrics. MLP and GDB
showed the most improvement when using our proposed method. Considering that the
F1-Measure comprehensively reflects recall and precision, the ensemble methods, RF and
GDB, performed better than single classifiers.

5. Conclusion. In this paper, we study the retweet behavior of users on social media
within communities. Our main contribution is to propose a novel framework from the per-
spective of user behavior spread. Specifically, we divide the factors that affect microblog
retweet behavior into three aspects: spontaneous behavior, information influence, and
user susceptibility. First, we apply the technique of community detection based on social
network analysis. Then, we construct different features based on our proposed frame-
work. Natural language processing technology, complex network analysis technology, and
the Word2Vec model are used for feature calculation. Baseline features are chosen follow-
ing previous research. Finally, we trained five classification methods and evaluated the
performance of these algorithms. The result shows that predictions using our proposed
features outperform those of previous research.

However, we only studied the Sina-Weibo, and it is necessary to analyze data from
other platforms for evaluating the performance of our model. Additionally, we used
manual annotation to calculate sentimental score. In future research, we will discuss the
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sentimental polarity of Chinese text further. Finally, the dynamic propagation process of
microblogging will be studied, in which retweet time will be considered.
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