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Abstract. The Kingdom of Saudi Arabia implemented VAT on January 1, 2018. As-
sessment of the acceptance of the residents in Saudi Arabia towards newly implemented
VAT is an important area of empirical research in Business, Economics, and Social Sci-
ences. This paper aims to analyze the acceptance of Saudi residents towards VAT by
utilizing machine learning techniques. Three competing classification procedures, Binary
Logistic Regression (BLR), Artificial Neural Network (ANN) and Support Vector Ma-
chine (SVM), are applied in developing the empirical models. The optimized parameters
for these procedures were decided by tuning the parameters for these models and exe-
cuting numerous experiments. The best optimized parameters were used to develop the
final models of the proposed procedures. The experimental results showed that SVM and
ANN performed better than BLR. The prediction accuracies of SVM, ANN and BLR are
99.26%, 98.52% and 85.19%, respectively, representing that the outcome of this study is
highly auspicious.
Keywords: Value added tax, Binary logistic regression, Artificial neural network, Sup-
port vector machine

1. Introduction. In June 2016, the GCC (Gulf Cooperation Council) countries decided
to execute VAT throughout the GCC region [1]. The Kingdom of Saudi Arabia and
the United Arab Emirates have executed VAT, in January 1, 2018, as the major Gulf
economies attempt to increase non-oil income and reduce fiscal deficits created by years
of low oil prices. By introducing a 5 per cent tax on most goods and services these
two countries took a crucial measure towards ending decades of tax-free living for the
residents. Other Gulf countries have pushed back the implementation of VAT until 2019.
The effect of VAT implementation in GCC countries specially in Saudi Arabia has rarely
been studied. Machine learning techniques can be applied to measuring the level of
acceptance of Saudi residents towards newly implemented VAT system.

BLR, ANN and SVM are extensively employed machine learning methods that have
been recognized to perform magnificently in numerous arenas [2-4]. Logistic regression
is a predictive analysis which was originated by statistician Cox in 1958 [5]. The BLR
model is applied to analyzing the association between the binary dependent variable and
one or more nominal, ordinal, interval or ratio-level independent variables [6,7]. ANN is
a mathematical model that performs alike human neurons. The ANN has the aptitude
to find out how to execute the procedure after proper training [8]. Whereas SVM is a
computational procedure that learns from knowledge and samples to assign classification
to objects. The key role of SVM is to classify binary dataset based on a line reaching the
highest distance between the labeled data [9]. SVM has satisfactory prediction accuracy
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for even small dataset [10-14]. This paper applied BLR, ANN and SVM classification to
predicting the willingness to pay VAT of Saudi residents and compare their performance.
The statistical softwares R and SPSS were used in conducting experiment to construct
model. The experimental outcomes showed that SVM model performed better with a
high accuracy of 99.26%, ANN had accuracy 98.52%, while BLR had accuracy 85.19%.
The rest of the paper is prepared as follows. Section 2 presents the proposed predictive
models using machine learning techniques, Section 3 presents the result and discussion,
and the conclusion is emphasized in Section 4.

2. Empirical Studies. This section describes the description of the dataset and the
experimental procedure for the predictive models.

2.1. Description of the dataset. A quantitative research using simple random survey
was conducted to address the objective of this study. The survey was conducted from
February to October in 2018 in the Kingdom of Saudi Arabia. A total of 405 respondents
participated in this study. There is no missing data in the dataset because the participants
could not submit the online survey without completely answering all questions. The
dataset consists of 14 attributes namely age, gender, nationality, social status, employment
status, working sector, monthly income, VAT effect individuals spending, VAT effect
monthly savings, start buying cheaper alternatives after VAT implementation, VAT will
reduce social obligations, aware about VAT, VAT will have positive impact on KSA, and
willing to pay VAT. Age and monthly income are the only numerical attributes and rest
of the 12 attributes are nominal.

2.2. Basic statistical analysis of the dataset. Age of the participants ranged from 18
to 73 with a mean age of 28.34. Majority of the participants are female (67%). In terms
of nationality, most of the respondents are Saudi (96%) and only 4% are other national.
About 61% of the respondents are single, 35% are married and only 4% are divorced.
Only 44% of the participants are employed, and about 63% of them are working in the
private sector. The monthly income of the respondents ranged from 250 SAR to 150,000
SAR with average monthly income 9,537 SAR.
Spearman’s correlation analysis was utilized to determine the association between in-

dividual’s willingness to pay VAT with demographic factors (results shown in Table 1).
As shown in Table 1, there is a significant, positive and moderately strong relationship
between the respondents’ willingness towards VAT and VAT will have positive impact

Table 1. Correlation of willing to pay VAT with demographic factors

Attributes and levels Willing to pay VAT (Yes/No)
Correlation
coefficient

Sig. (2-tailed)

Age (Numerical) −0.096 0.053
Monthly income (Numerical) −0.029 0.555
Employment status (Yes/No) −0.019 0.702

VAT effect individuals spending (Yes/No) −0.175∗∗ 0.000
VAT effect monthly savings (Yes/No) −0.249∗∗ 0.000

Buy cheaper alternatives after VAT (Yes/No) −0.208∗∗ 0.000
VAT reduced social obligations (Yes/No) −0.123∗ 0.014

Aware about VAT (Yes/No) −0.270∗∗ 0.000
VAT will have positive impact on KSA (Yes/No) 0.442∗∗ 0.000

Social status (Single/Married/Divorced) −0.137∗∗ 0.006
**Correlation is significant at the 0.01 level (2-tailed).
*Correlation is significant at the 0.05 level (2-tailed).
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of VAT on KSA (p-value = 0.000 and the correlation coefficient = 0.442); the respon-
dents’ willingness towards VAT has significant but low and negative correlations with six
attributes: effect of VAT on individuals spending, effect of VAT on monthly savings, s-
tart buying cheaper alternatives after VAT, VAT will reduce social obligations, awareness
about VAT and social status.

2.3. Experimental setup. BLR, ANN and SVM techniques ware applied to conducting
several experiments using the dataset described in Section 2.1 to construct best prediction
model. The accuracy of the all three models was calculated and compared with each
other. The optimized parameters for ANN and SVM were also determined (results shown
in Table 2).

Table 2. Optimization parameters of the proposed ANN and SVM model

ANN SVM
Parameters Optimum value chosen Parameters Optimum value chosen
Hidden layer 1 hidden layer with 8 neurons

Kernel
Polynomial kernel with
degree = 3 and scale =
10

Activation
function

Hyperbolic tangent activation
function for the hidden layer
and softmax activation func-
tion for the output layer

Type of training Batch training

Cost
parameter

C = 2Optimization
algorithm

Scaled conjugate gradient with
initial lambda = 0.0000005,
initial sigma = 0.00005, inter-
val center = 0 and interval off-
set = ±0.5

2.3.1. BLR model. BLR is a statistical process for data analysis where one or more ex-
planatory variables are used to determine a nominal dichotomous outcome (success/fail-
ure). The log of odds = probability of success

probability of failure
is used as dependent variable in BLR model that

can predict the probability of a particular outcome by fitting data to a logit function,
f(T ) = 1

1+e−T , where −∞ ≤ T ≤ ∞. f(T ) increases monotonically from 0 to 1 as T
varies from −∞ to ∞. In this study BLR model was constructed using SPSS version 17.
The value of the response variable considered to be one when the respondent expressed
a positive willingness towards VAT payment, and zero for a negative willingness to pay
VAT. The odds ratios of the independent variables and the 95% confidence intervals for
odds ratios were computed. To determine the goodness-of-fit for the BLR model the
Hosmer and Lemeshow test was also performed.

2.3.2. ANN model. An ANN is a biologically stimulated computational model constructed
from hundreds of single units, known as artificial neurons, linked with coefficients/weights
that create the neural structure [15-17]. In general, an ANN can be divided into the three
layers: input layer, hidden layer and output layer [18-20]. The most commonly used
ANN is multilayer feedforward networks. The multilayer feedforward networks use the
Multi-Layer Perceptron (MLP) or the Radial Basis Function (RBF) which is a function
of predictors that minimize the prediction error of target variables [18]. SPSS version 17
was used in this study to construct the MLP neural network model. Several trials were
conducted to configure the best ANN model with the simplest possible structure. Before
conducting the experiment, all covariates were standardized. The data were randomly
assigned to training (69%) and testing (31%) datasets. The optimized neural network of
this study consists of twelve input neurons, one intermediate hidden layer with eight neu-
rons and one output layer with two neurons. The hyperbolic tangent activation function
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was used for the hidden layer and the softmax activation function was used for output
layer. Batch, online and Mini-batch are three training type that determines how the net-
work processes the records. The Batch training type was selected in this study because
it directly reduces the total error [21]. Scaled conjugate gradient and gradient descent
are two optimization algorithms used in MLP neural network to estimate the synaptic
weights. The scaled conjugate gradient algorithm was selected in this study because using
this algorithm to train MLP network is computationally efficient [22,23]. Initial lambda,
initial sigma, interval center a0 and interval offset a are the four parameters used in the
scaled conjugate gradient algorithm [24]. The value for these four parameters was set as:
initial lambda = 0.0000005, initial sigma = 0.00005, a0 = 0 and a = ±0.5.

2.3.3. SVM model. The SVM algorithm was first developed from statistical learning the-
ory by Vapnik and co-workers at AT&T Bell Laboratories [25-32]. In [28], for the recog-
nition of SVM, Vapnik presented the ε-insensitive loss function defined as |y − f(x)|ε =
max {0, |y − f(x)| − ε} for which errors less than ε are not castigated. The SVM pro-
cedure considers training data points (x1, y1), (x2, y2), . . . , (xi, yi) from i samples, where
xi ∈ Rm are the input vectors of m-dimension and yi represent the target variables. The
primary goal in SVM is to construct a function f(x) that has ε deviation from the ex-
pected response (yi) based on the training data. A linear function of the form in (1) was
considered to describe the mathematical basis of SVM

f(x) =< ω.x > +b (1)

where < ω.x > represents a dot product of the weight vector ω and input x in Rm

space, and b is the bias term. To have least deviation/error (ε), the least weight vector
needs to be determined by minimizing the Euclidean norm ||ω||2 and by evaluating some
acceptable deviations or non-negative slack variables (ξi and ξ∗i ) to describe the training
data that lies outside the loss function. This can be expressed by the following formula
(Equation (2))

minimize
1

2
||ω||2 + C

m∑
i=1

(ξi + ξ∗i ) subject to

 yi− < ω.x > −b ≤ ε+ ξi
< ω.x > +b− yi ≤ ε+ ξ∗i
ξi and ξ∗i ≥ 0,

(2)

for all i = 1, 2, . . . ,m. The application of Lagrange multipliers (ηi, η
∗
i ) for effective dual

space transformation extends to the function introduced in Equation (3) (for details:
[10,33])

f(x, η) =
m∑
i=1

(η∗i − ηi)K(xi, x) + b (3)

Here K is the kernel function that prepares non-linear problems easy to be solved linearly.
Linear, polynomial and Gaussian or Radial Basis Function (RBF) are three frequently
used kernel functions [34,35]. The statistical software R was used in this study to con-
struct SVM model. The data were randomly assigned to training (70%) and testing (30%)
subsets. In SVM model, the parameters kernel type and cost ware tuned, and the pre-
diction accuracies were evaluated. The maximum accuracy 99.26% was attained with the
polynomial kernel type (shown in Figure 1). For Polynomial kernel, degree = 3, scale =
10 and C = 2 was used for best optimal model (shown in Table 2).

3. Result and Discussion. This section describes the result and discussion of this study.

3.1. BLR model. The constructed BLR model is statistically significant, χ2(11, N =
405) = 146.589, p < 0.001, indicating that the model is able to distinguish between
respondents who are willing to pay VAT and not willing to pay VAT [36]. The model
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Figure 1. SVM kernel types and their accuracies

Table 3. Logistic regression predicting likelihood of willingness towards VAT

β S.E. Wald df p-value
Odds

95% C.I. for
odds ratio

ratio
Lower Upper

Age .014 .030 .213 1 .644 1.014 .956 1.075
Monthly income .000 .000 7.881 1 .005 1.000 1.000 1.000

Employment status (yes) −.105 .425 .061 1 .805 .901 .391 2.073
VAT effect individuals

spending (yes)
−.058 .405 .020 1 .887 .944 .427 2.089

VAT effect monthly
savings (yes)

−1.371 .524 6.857 1 .009 .254 .091 .708

Buy cheaper alternatives
after VAT (yes)

−.393 .357 1.210 1 .271 .675 .335 1.360

VAT reduced social
obligations (yes)

.384 .412 .865 1 .352 1.468 .654 3.294

Aware about VAT (yes) −1.037 .358 8.397 1 .004 .355 .176 .715
VAT will have positive
impact on KSA (yes)

3.645 .594 37.688 1 .000 38.275 11.955 122.538

Social status 7.456 2 .024
Social status (Single) −1.653 .605 7.456 1 .006 .191 .058 .627
Social status (Married) −19.140 9369.17 .000 1 .998 .000 .000

Constant −2.380 .861 7.641 1 .006 .093

correctly classified 85.19% of cases. The p-value of the Hosmer and Lemeshow goodness-
of-fit test is 0.089 which is larger than the significance level 0.05, suggests that there is
not enough evidence to conclude that the model does not fit the data [35].

As shown in Table 3, four factors (VAT effect monthly savings, aware about VAT, VAT
will have positive impact on Saudi Arabia and social status) have a statistically significant
contribution in the model (p-value < 0.05). The 95% confidence interval for these four
factors does not contain the value of 1 indicating that these odds ratios are statistically
significant [6,36,37]. VAT will have a positive impact on Saudi Arabia is the strongest
predictor of willing to pay VAT (p-value < 0.000, odds ratio = 38.275). This indicates
that a person who thinks that VAT will have a positive impact on KSA is over 38 times
more likely willing to pay VAT than those who thinks VAT will not have a positive impact
on KSA.
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3.2. Artificial neural network model. The confusion matrix (shown in Table 4) and
the following equations were used in this study to estimate the performance of the model.
1) Accuracy = (TP + TN)/total = (69 + 330)/405 = 0.9852
2) Recall (Sensitivity) = TP/(TP + FN) = 69/(69 + 3) = 0.9583
3) Precision (Specificity) = TP/(TP + FP ) = 69/(69 + 3) = 0.9583

4) F1 Score = 2∗(Recall∗Precision)
(Recall+Precision)

= 2∗(0.9583∗0.9583)
(0.9583+0.9583)

= 0.9583

Table 4. Confusion matrix for logistic regression model, ANN model and
SVM model

Logistic regression ANN SVM (Polynomial kernel)

Observed
Predicted

Observed
Predicted

Observed
Predicted

No Yes
Percent
correct

No Yes
Percent
correct

No Yes
Percent
correct

No 312 21 93.69% No 330 3 99.09% No 333 3 99.11%
Yes 39 33 45.83% Yes 3 69 95.83% Yes 0 69 100%

Overall accuracy 85.19% Overall accuracy 98.52% Overall accuracy 99.26%

The effect of each predictor in the ANN model based on the relative and normalized
importance was analyzed and the result is shown in Figure 2. As shown in Figure 2,
the monthly income of the respondents has the greatest effect on the willingness towards
VAT. VAT will have positive impact on KSA, age, effect of VAT on monthly savings and
social status are other four major determinants of this model.

Figure 2. Independent variable importance chart in ANN model

3.3. Support vector machine. As the ANN model, the following equations and the
confusion matrix were used to evaluate the performance of the SVM model.
1) Accuracy = (TP + TN)/total = (69 + 333)/405 = 0.9926
2) Recall (Sensitivity) = TP/(TP + FN) = 69/(69 + 3) = 0.9583
3) Precision (Specificity) = TP/(TP + FP ) = 69/(69 + 0) = 1

4) F1 Score = 2∗(Recall∗Precision)
(Recall+Precision)

= 2∗(0.9583∗1)
(0.9583+1)

= 0.9787

Figure 3 presents the impact of each predictor in the SVM model. As shown in Figure
3, VAT will have positive impact on KSA has the greatest effect on the willingness towards
VAT as BLR model. The other four major determinants of SVM predictive model are
aware about VAT, start buying cheaper alternative, age, effect of VAT on monthly savings.
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Figure 3. Independent variable importance chart in SVM model

4. Conclusions. BLR, ANN and SVM are three distinguished machine learning tech-
niques. All these techniques have been recognized to perform extremely well in numerous
fields. The aim of this study was to apply these machine learning techniques to exploring
the acceptance of Saudi residents towards newly implemented VAT system. A random
sample of participants representing the Kingdom of Saudi Arabia was studied in this
paper. The BLR, ANN and SVM models were constructed to predict the willingness to-
wards VAT and have been compared against each other to determine the best predictive
model. The dataset was first preprocessed, and 10-fold cross validation was applied as the
procedure for dividing the training and testing datasets. The optimized parameters for
ANN and SVM were determined. Considerable experiments were conducted employing
various values of the parameters for these procedures. The results indicate that the SVM
model performs better with prediction accuracy 99.26%; however, the prediction accuracy
for ANN and BLR are 98.52% and 85.19%, respectively. Moreover, based on the three
proposed model in this study, the factor “VAT will have positive impact on Saudi Arabia”
is one of the most important predictors that positively affect the willingness of the Saudi
residents towards VAT. The other five significant predictors of the willingness towards
VAT are VAT effect monthly savings, the awareness about VAT, monthly income, start
buying cheaper alternatives after VAT implementation and social status. The implemen-
tation of these model would help to improve the acceptance towards newly implanted
VAT system if the government puts more focus on the predictors. Future research works
are expected to improve the VAT system in Saudi Arabia and all other GCC countries
as well by expanding the scope of the survey both in terms of the sample size and the
questionnaire.
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