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Abstract. In this research our aim was to identify good borrowers within the context
of social lending. We investigated effective ways to conduct this credit risk assessmen-
t of these borrowers. We implemented a classification approach in order to make our
analysis and came upon the problem of a major class imbalance. In literature, there
are few studies on solving this problem in the social lending setting. In this sense, we
propose the implementation of an over-sampling technique known as Synthetic Minority
Over-Sampling Technique (SMOTE). Furthermore, we wanted to explore the use of the
ensemble technique Rotation Forest which has had little attention in the literature within
this setting. Thus, our research looked to compare this model to more classically used
models in social lending such as Support Vector Machines and Logistic Regression. We
also included the use of a deep neural network model as deep learning has proven its worth
in complicated problems of late. The data sample used in our analysis was retrieved from
the publicly available LendingClub website, which is a platform that facilitates P2P lend-
ing and also shares data on these lenders. Our results showed that the implementation
of the Rotation Forest classifier alongside SMOTE gave significantly increased ability to
identify good borrowers within our data sample, including more modern techniques such
as deep learning.
Keywords: P2P lending, Credit risk assessment, Classification, Rotation forest,
SMOTE

1. Introduction. Peer-to-Peer (P2P) lending or otherwise known as social lending is
an online service whereby lending is from one person to another via an online agent.
P2P lending is slowly growing into a sizable portion of the lending environment thanks
to the widespread access of the Internet, with year-on-year market growth seen since
its inception in 2012, see Figure 1. By engaging with P2P lending, a mutual benefit is
incurred: borrowers can obtain loans which have previously been rejected by mainstream
banks or that are cheaper comparatively; with lenders profiting from higher interest rates
based on the borrowers credit rating [1-3].

Till now, leading companies in this field, such as Prosper, LendingClub (LC) and Kiva,
have actively tried to seek and engage individuals who want to directly lend money to
other individuals when small amounts is necessary for the borrower. On top of this,
traditional banks are reluctant to engage in similar types of lending and thus the rise
of these companies and their lending platforms are on the rise [4,7]. More specifically,
prospective lenders can fund listings made by potential borrowers who must specify the
loan amount for a prospective lender to fulfil these listings [5]. However, loans are usually
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Figure 1. LendingClub loans issued online since 2012 in dollars, Source [7]

uncollateralized leading to lenders seeking higher returns for the financial risk they incur
[6].
As with any lending, reducing the risk of one’s loans remains a key area of interest.

In P2P lending, an investor can look to a traditional economic model in an attempt to
evaluate potential borrowers. Another viable method is with the use of machine learning
models [8,9]. Lenders actively engaged in P2P lending interact with credit score models
that are made based on traditional credit score risk assessment. Although such metrics
are useful, prior research on P2P lending has shown that it works under different dynamics
when compared to more traditional lending methods [4]. This has meant that traditional
lending risk assessment models have not yielded desirable risk assessments [3].
Due to this reason in this paper we look to expand upon previous research and look

to find a model that is able to take into consideration the dynamics at play within P2P
lending by exploring the use of a Rotation Forest (RoF) model. The rest of this paper is
organized as follows: 1) a look at recent trends in P2P lending including common machine
learning techniques, 2) a description of our methodology will be presented, 3) experimental
results will be presented, and 4) lastly conclusion as well as future recommendation and
limitations will be explored.

2. Related Work. In P2P lending identification of so called “good borrowers”, i.e., those
who will pay back their loan in full within due time is of great importance for investors
participating in social lending. In turn, reducing risk allows for more profitability of social
investors which is a critical component in continued interest in social lending as well as the
overall sustainability of the social lending market. However, recent work in this area has
found that common risk assessment models, such as FICO, are not sufficient in dealing
with the dynamics of P2P lending, proclaiming “traditional financial score metrics are
not well-equipped to capture the non-conventional dynamics prevalent in social lending”
[3]. Consequently, the way to approach risk within this problem requires a readjustment
of traditional credit risk models. The reasons for this are the following.

1) P2P lending platforms provide considerable amounts of data on borrowers. Little is
known of borrowers credit history, leading to lenders suffering from potential informa-
tion asymmetry. This lack of knowledge on a borrower could deter potential lending
behavior. Companies such as LC try to provide as much data as possible on borrowers
to help promote a fair loaning system. This makes P2P lending considerably more
transparent [2].

2) Loans on a P2P website is more like an auction process. A borrower puts up a listing for
money they would like and then lenders bid for the loan. Loans that attract attention
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can attract other lenders who get distracted from other viable loan options on the
website [3].

3) Traditional credit risk metrics, such as FICO, are not always the best indicators of a
good borrower. Recent literature has found that FICO and grades given by financial
institutions are not always enough in dealing with the dynamics of P2P lending [4],
proclaiming “traditional financial score metrics are not well-equipped to capture the
non-conventional dynamics prevalent in social lending” [3]. Hence identification of
“good borrowers”, i.e., those who will pay back their loan in full within due time, is
of great importance. Additionally, assessing this risk can help continuing the profit of
social investors a critical component in sustaining the P2P market.

2.1. Data imbalances and resampling. When it comes to credit risk assessment,
datasets used to study loans have meant working with unbalanced classes, with the minor-
ity class normally representing defaulted or written off loans [10]. In order to tackle the
problem of class imbalances we implement an over-sampling technique known as Synthetic
Minority Over-Sampling Technique (SMOTE) [11]. SMOTE has been successful in previ-
ous credit risk assessment and thus will be implemented in this research [12,13]. SMOTE
creates instances by using a kNN algorithm to produce instances from the minority class.
Smin, Smaj, Ssyn are the classes for minority, majority and synthetic. 1) Determine kNN
for a sample xi ∈ Smin and determine the value of Ssyn. 2) Next, it chooses a random
sample xi (i = 1, 2, . . . , k) from k nearest neighbors of sample xi ∈ Smin. 3) Implement
(1) to create synthetic sample xn [11]. This can be represented in the following way:

xnj = xij + gap ∗ (xtj − xij) (1)

where gap can be a random number between 0 and 1 and i = 1, 2, . . . , |Smin|, t = 1, 2, . . . , k,
j = 1, 2, . . . ,m. With SMOTE you can generate as many synthetic instances in a dataset
as what is in the minority class [11].

2.2. Models. To test our approach, we have implemented the following classification
models: firstly, two standard classifiers in Support Vector Machines (SVMs) and Logistic
Regression (LG), next, we implemented one ensemble technique, Rotations Forest (RoF),
and lastly, we implemented two Deep Neural Network (DNN) models. One of these models
consisted of two hidden layers and the other one consisted of four hidden layers.

2.2.1. Support vector machines. SVM is a classification and regression model where there
exists a hyperplane as the decision plane separated by the positive (+1) and negative
(−1) classes [15]. Given a training data, (x1, y1), (x2, y2), . . . , (xm, ym), in which xi ∈ Rd

signifies vectors in a d-dimensional hyperplane, and yi ∈ [−1,+1] is a class label given to
the data. SVM are then represented by morphing the input vectors into a new, higher
dimensional analogue plane indicated as: Φ: Rd → Hf in which d < f . Thereafter, an
optimum hyperplane is formed by a kernel function K(xi, xj), which is the product of
the input vectors xi and xj, in which K(xi, xj) = Φ(xi) · Φ(xj) [14]. In this paper we
implement the polynomial SVM, where p is the degree of polynomial:

Kpoly(xi, xj) = (xi · xj + 1)p (2)

2.2.2. Logistic regression. LG is popular and widely used model in credit risk assessment
[10] and P2P lending [1]. The approach for LG can be seen for binary classification in the

following formula, where β́l is calculated though the maximum likelihood method:

f̂LR(x) :=
eβ́x

1 + eβ́x
(3)
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2.2.3. Rotation forest. Rotation forest is a tree-based ensemble with some key differences
to random forest. Firstly, it uses all attributes for each tree, rather than sampling.
Attributes are split into r random sets of a given size f , and the transformation is built
independently for each set of attributes. Next RoF discards instances of a given class
and then groups them in a sample with replacement to include a give proportion of cases.
A Principle Component Analysis model is then built on this reduced data set, and the
model is then applied to all instances to generate f new attributes for that particular set.
The new attributes are then assembled to form a new data set with m = r ∗ f attributes
[16]. Finally, the classification can be expressed as:

µj(x) =
1

L

L∑
i=1

di,j (xR
a
i ) , j = 1, . . . , c (4)

where di,j (xR
a
i ) represents the probability assigned by the classifier Di to the hypothesis

that x comes from class wj, a class label.

2.2.4. Deep neural network. DNNs are a type of NN that have come to prominence in
academia of late. DNNs are based on feedforward networks which can be represented by
composing together many different functions say

(
f (1), f (2), f (3)

)
are all interconnected

within a given chain:
f(x) = f (3)

(
f (2)

(
f (1)(x)

))
(5)

Here, f (1) represents the input layer, f (2) represents a deep (hidden layer), and f (3) rep-
resents an output layer. DNNs allow for a nonlinear transformation represented by ϕ.
ϕ is a way of describing x based on a number of features within a given DNN, whereby
learning ϕ is the ultimate goal [17]. The model y = f(x : θ, w) = ϕ(x : θ) can be seen
as θ parameters that are implemented to learn ϕ from a broad class of functions, and
parameters w that go from ϕ(x) to an output desired by the user. ϕ can be viewed as the
deep (hidden) layer of a given DNN meaning a user only needs to find the right general
function rather than needing a precise definition of a given model [18].

3. Methodology. In this section we will describe the methodology that we have used in
our study in order to study P2P risk assessment. This includes the dataset, pre-processing
steps and evaluation metrics used to achieve the final results seen in the next section.

3.1. LendingClub dataset. The dataset in this study was retrieved from LC as it is
made publicly available for free. The data we obtained was based upon all loan requests
in the year 2016. Following recommendations from previous researchers [3] we applied
the same steps to creating the final feature list for learning. This had 18 features in total
including one class and all pre-processes and data manipulation followed the procedure
seen in [3]. Standard features selected included: 1) loan status (class attribute), 2) an-
nual income, 3) credit age, 4) delinquencies (last two years), 5) employment length, 6)
home ownership, 7) inquiries (credit inquiries in the last six months), 8) loan amount, 9)
loan purpose, 10) open accounts (currently opened credit lines), 11) total accounts (total
number of credit line held), 12) term (length of loan).
The next features are ratios seen within [3]: 13) DTI (Debt to Income Ratio), 14)

Income to Payment Ratio: this ratio represents the loan’s monthly payments to monthly
income, 15) Revolving Utilization Rate, 16) Revolving to Income Ratio: revolving credit
balance to the borrower’s monthly income. The last two are based upon scores provided
by LC. 17) FICO Score: this is a standard credit line that is used in the majority of
lending decisions in the US [4]. It is based on financial attributes from the borrowers’
credit records [3]. 18) LC Grade: this is a grade given by LC themselves. These are
A1-G5, with A representing a less risky loan.
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3.2. Pre-processing. In line with previous research the raw numerical figures had to be
pre-processed based on the logarithm function (transformed features included 2, 3, 14,
and 16) [3]. We then had to convert the nominal text data into binary numerical figures.
The idea with this method is if one nominal feature, say ‘home ownership [yes; no]’, is
present in the dataset, this will be turned into two separate features whereby non-presence
of the ‘yes’ is represented by a zero and presence of ‘yes’ is represented by a one. In our
dataset we had two nominal features (6 and 9) with a total of fourteen values within
them. Thus, the final dataset went from eighteen features to a final feature number of
thirty features (18 original features plus 14 new binarized features (32) minus the original
2 features which have been split (30)). Furthermore, all data was standardized to allow
for all features to have a zero mean and unit standard deviation.

3.3. Cost sensitive analysis. In credit risk assessment finding bad borrowers is para-
mount to its success and therefore misclassification holds a greater risk [3]. For this
reason, we implemented the use of a cost-sensitive analysis [3]. Based on Schenbesch &
Stecking [19], Malekipirbazari & Aksakalli suggest that the cost sensitive ratio should be
5 : 1 [3]. However, with the implementation of SMOTE, the minority class is boosted
and thus punishing the classifier by 5 : 1 for wrongly predicting a bad borrower seems too
harsh. Therefore, we tested cost sensitivity from 2 : 1 to 5 : 1 with the SMOTE dataset
based on the RoF classifier. With cost-sensitive analysis there is a trade-off between the
accuracy and precision and finding a balance is key.

3.4. Model description. All tests were performed using the WEKA tool (https://www.
cs.waikato.ac.nz/ml/weka). All the models used WEKA’s original settings. Lastly, the
implemented DNN models were created with 4 (32, 64, 128 and 256) and 2 (64, 64) dense
layers. The output layer was shaped with a Softmax output layer. The activation function
used was the rectified linear unit (ReLu).

4. Results. In this paper, we investigated whether SMOTE can successfully identify bad
borrowers based on two main metrics: accuracy (ACC) and the area under the roc curve
(AUC). 10-fold cross validation was used so that training data was split into 10 subsets
of equal size. The mean results of each fold were then analyzed with a t-test to find
significance in the results.

4.1. Cost-sensitive analysis parameter analysis. As can be seen in these results the
best trade-off lies within a 3 : 1 cost sensitive analysis. This attempts to punish the
classifier for falsely classifying a bad borrower as good; without drastically reducing the
accuracy too much while retaining a high precision.

Table 1. Cost-sensitivity analysis of RoF

Cost-sensitivity analysis with RoF
ACC AUC Precision

RoF 2 : 1 82.79% 0.85 0.85
RoF 3 : 1 80.24% 0.84 0.87
RoF 4 : 1 77.60% 0.84 0.88
RoF 5 : 1 74.05% 0.84 0.89

4.2. Empirical results. This section shows analysis from the tests made. Accuracy
and AUC are standard measures within credit risk scoring and will also be implemented.
Further, a paired means test will be applied to significantly testing the performance of
our proposed method.
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Accuracy and AUC. First, we have to compare the original dataset to that of the imple-
mented SMOTE RoF model. From these models, RoF provided the greatest accuracy
with a score of 80.24% and the greatest AUC with 0.84. Surprisingly the deep models
performed somewhat bad despite their known ability in complex problem solving. Next,
a t-test was performed to confirm the significance of our proposed methodology for cred-
it risk assessment. Compared to the original dataset and cost-sensitive settings seen in
[3] our methodology statistically outperforms their method. Next, t-tests with RoF as
the baseline classifier show significance in the results against other implemented models.
Thus, we can reject the null hypothesis of the methodology seen in [3], and also reject the
other classification models implemented against RoF.

Table 2. Experimental results & t-test

Original data SMOTE

ACC AUC ACC AUC

RoF 77.60% 0.67 80.24% 0.84

SVM 59.96% 0.65 64.90% 0.65

LG 64.95% 0.71 64.95% 0.71

DNN (4) 59.16% 0.71 61.36% 0.70

DNN (2) 65.75% 0.70 56.70% 0.71

t-test

Metric Mean t Sig. (2-tailed)

Pair 1***
RoF SMOTE –

RoF

Accuracy 2.63933 13.542 .000

AUC .17116 82.727 .000

Pair 2***
RoF SMOTE –
SVM SMOTE

Accuracy 15.33963 95.988 .000

AUC .19609 126.835 .000

Pair 3***
RoF SMOTE –
LG SMOTE

Accuracy 15.29157 91.418 .000

AUC .13952 76.808 .000

Pair 4***
RoF SMOTE –

DNN (4) SMOTE

Accuracy 18.87949 27.064 .000

AUC .14300 109.051 .000

Pair 5***
RoF SMOTE –

DNN (2) SMOTE

Accuracy 23.54743 8.738 .000

AUC .13869 126.049 .000

5. Conclusion. In this paper we have analyzed recent trends in social lending (P2P)
using a classification methodology. Specifically, we implemented the use of Synthetic
Minority Over-Sampling Technique (SMOTE) [11] in order to help reduce the burden
of an imbalanced dataset and found greater results in the SMOTE model when applied
alongside a Rotation Forest ensemble classifier. Also the use of a less strict cost-sensitive
analysis also helped to improve the overall performance against the originally implemented
amount seen in [3].
This research has introduced the idea of synthetically enhancing the minority class in

the dataset within P2P credit risk analysis. Exploring a similar methodology when it
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comes to researching P2P lending could be fruitful research endeavor. Also exploring
alternative methods in researching imbalances such as under sampling techniques like
Random under-sampling or the One-Sided Selection technique is also a potential research
area [20].

Limitations of this research can be seen in the fact that we only used data from 2016.
Results from other years could help to validate whether this methodology is valid or not.
Another limitation is that this methodology may be limited to the LC data only and
therefore this model should be evaluated on another P2P lending dataset in order to
validate these results.
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