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Abstract. The implementation of the Viola-Jones object detection algorithm in the
field of image processing is one of the interesting fields to be studied in the hardware de-
velopment. One part of the Viola-Jones algorithm that has become interesting to research
is the integral image. The function of the integral image is to accelerate the features find-
ing in the feature extraction process. The purpose of this research is to implement an
integral image in the existing research using FPGA design method to become Single On-
Chip (SOC) using the ASIC design method. The method used was a direct approach for
implementing the integral image by bypassing the design steps from HDL to the ASIC
block without first doing the FPGA design. This study proposed an architecture imple-
mentation of the integral image using an array and an image of a small resolution size.
The implementation of the ASIC design method consists of several steps, i.e., specifica-
tions, behavioral model, synthesis, design for test, and physical model. The results of
this study are an integral schematic image that has been carried out by the DFT process
resulting in 100% test coverage and 97.41% fault coverage for the area optimization. This
implementation used a base standard-cell 0.35 µm of CMOS Technology.
Keywords: ASIC, FPGA, Integral image, Implementation, Standard-cell, Test cover-
age, Viola-Jones

1. Introduction. Viola-Jones algorithm, proposed by Paul Viola and Michael Jones [1],
is one of the most popular real-time object detection algorithms with high accuracy [2].
This algorithm is widely used for face detection. There are three parts of Viola-Jones
algorithm structure, i.e., integral image, feature extraction of Haar and classifier. Of the
three parts, the main part is the feature extraction of Haar basis feature. To support
finding Haar features, the computation in the previous part is needed, i.e., an integral
image. According to Zhang et al.’s studies [3], the integral image has 50% of the total
execution time, so that the rapid computation of the integral image is needed.

There are several studies related to developing the rapid computation of the integral
image. In the hardware implementation, the faster computation must be in a parallel
process. Ehsan et al.’s studies in [4], developed the integral image computation, namely
multi-row process. The multi-row method consists of two, i.e., two-row and four-row
processes. They have also been implemented in FPGA [5]. Zhang et al.’s studies in [3],
developed the computation with a combination of rows first and columns processes. The
implementation of computation also used FPGA. Hoseini et al.’s studies in [6], developed
the integral image block based on sub-block.
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Based on the previous several integral image studies, all of the integral images have been
developed in the computational processes on FPGA. The advantages of ASIC technology
is the size device and capable to design with custom model compared with FPGA [7].
We then think that the opportunity to be able to study is to develop the implementation
target. In the majority of the previous studies, the implementation was done on FPGA, as
Ehsan and Zhang did. Hoseini et al.’s works did not explain whether the implementation
design was done on FPGA or ASIC. In this paper we propose an implementation of the
integral image that has already existed, i.e., the two-row process in FPGA by Ehsan et
al. into Single On-Chip using ASIC design [8]. The implementation is using ASIC design
methodology for integral image.
Based on Abid and Izeboudjen’s studies in [9], it is described that the design method

used is the hybrid approach design. The hybrid is the implementation in FPGA first
as a model and transferred to ASIC. We think the hybrid in Figure 1 is the complex
steps with FPGA first and then ASIC; so with the bypass-step process directly to ASIC
it can simplify the steps. For the ASIC design methodology, we refer to Bhatti et al.’s
studies in [10] in a curriculum based on the CAD software design. To make it different
from Ehsan et al.’s study, our discussion focused on the implementation method for the
architecture with an array and used a small image with five different resolution sizes to
see the performance. The measurement consists of execution time, utilization of optimum
area and delay from synthesis, and coverage test in DFT. The implementation technology
uses standard-cell with 0.35 µm CMOS technology.

Figure 1. Hybrid approach and our method

The organization of the paper is as follows. Basic of integral image and ASIC design
methodology as related works are introduced in Section 2. The process to implementation
of proposed integral image architechture with ASIC design is in Section 3. The result of
implementation is in Section 4. Finally, conclusions are given in Section 5.

2. Related Work.

2.1. Integral image. The integral image is known as the summed-area table, the word
comes from Crow in [11]. Integral image according to Viola and Jones [1] based on Crow
is a computational technique in the form of a simple addition to images i(x, y) by adding
up all values on the left, top, and itself as shown Figure 2. There are several algorithms
using the integral image, two of them, i.e., Viola-Jones and Speed Up Robust Features.
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Figure 2. Integral image representation

The equation of the integral image for image M ×N size can be computed by using basic
Equation (1), where ii(x, y) is an integral image.

ii(x, y) =

y∑
x′≤x,y′≤y

i(x′, y′) (1)

In the Viola-Jones studies [1], the computation can be used for small images with scalar
1
4
M2N2 in the software implementation. For example, 4 × 4 can produce 320 addition

operation. The problem may occur if the image has a large size resolution. For example,
the image 100 × 100, using Equation (1) is unfit for the hardware implementation, as
the equation will generate 250,002,500 addition operations. To solve that problem, the
parallel processing is needed by using Equations (2) and (3) [5]. If image size of M ×N is
100× 100, then generated 20,000 addition operations. It means using Equations (2) and
(3) is reduced by 104 times compared with Equation (1).

S(x, y) = i(x, y) + S(x, y − 1) (2)

ii(x, y) = ii(x− 1, y) + S(x, y) (3)

Although Equations (2) and (3) can reduce the operation, too large addition operation
will be generated. Then by two-row parallel process it can reduce the addition operation
and increase the speed of computation [5]. This two-row parallel process refers to Equa-
tions (2) and (3) then produce Equations (4) until (7). The parallel process is executed
in one clock cycle. One clock cycle means that at one time there are two pixel values in
the first and the second rows which are processed and the integral value is obtained. This
equation can reduce the additions with scalar MN

2
. For example, a small image of size

4 × 4 can produce 8 addition operations, while for large image of size 100 × 100, it can
then produce 5000 addition operations. This equation can reduce 4 times compared with
Equations (2) and (3).

S(x, y) = i(x, y) + S(x, y − 1) (4)

S(x+ 1, y) = i(x+ 1, y) + S(x+ 1, y − 1) (5)

ii(x, y) = ii(x− 1, y) + S(x, y) (6)

ii(x+ 1, y) = ii(x− 1, y) + S(x, y) + S(x+ 1, y) (7)

2.2. ASIC design methodology. There are several previous studies related to the
design methods. First is the design OpenRISC or processor for Voice over IP (VoIP)
using hybrid approach design with 0.18 µm CMOS technology [9]. In those studies the
hybrid approach design is a method for design by using FPGA as a prototype test, then
the result will be used to create an IC using ASIC Custom design or, in other words,
created on FPGA first, then transferred to ASIC design. Mixture of FPGA and ASIC
becomes complexity of the design steps [9]. By simplifying the implementation steps after
behavioral model to ASIC design, it will shorten the work time compared with FPGA.
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Figure 3. Comparation of FPGA and ASIC custom flow

The study using directly the ASIC design method without FPGA first is also carried out
on the design of ADC and DAC with 65 nm CMOS Technology [13]. The implementation
of the ASIC method used standard-cell. The design flow used was based on CAD tools
described in Bhatti et al.’s studies [10] in a curriculum chip design using CAD tools.

3. Design Method. The integral image which was implemented in this paper used a
two-row process. Our proposed design method is based on the ASIC design methodology
in [10] to implement this two-row integral image in [5]. There are several steps of the
proposed design method, i.e., specification, behavioral model, synthesis, DFT and physical
model. The following is an explanation of each step.

3.1. Specification. In this step, we create the specifications of the integral image of a
two-row process [4] then test it using a software and determine the CAD software to be
used. The input is limited by small size resolutions in terms of square size. There are five
sizes resolution, i.e., 2× 2, 4× 4, 6× 6, 8× 8, and 10× 10. This limited size adjusted to
the memory needs to be used. The architecture of the integral image is shown in Figure
5. This architecture consists of 3 blocks, i.e., array, processor and memory. The array
block is a location for the arrangement of the input image pixel value. The arrangement
is arranged according to original image coordinates i(x, y). In Figure 4, process A is an
array process for an image size of more than 10×10. For example, an image size 100×100,
with process A in Figure 4 divided into each 10× 10 with looping process will then need
10 times looping processes.
According to Figure 4, this paper works only for the implementation of B with a small

image to see the performance at a small size. The process of B starts from (x, y) = (0, 0);
for example, 2 × 2 is the first step for (0, 0) and (1, 0), then the second step (0, 1) and
(1, 1) which refers to the result of the first step value and move by a column in one step
movement or one column x, y+1. For 4×4 until 10×10 there is a line shift x+2, y when
the value in the previous row has been completed. This process integral image is named
two-row because x+ 2, y two-row works at the same time.
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Figure 4. (A) For image size > 10× 10 and (B) for image size < 10× 10

Table 1. Specification integral image for each size

Image size Input bit Output bit Maximum pixel value
2× 2 8 10 1020
4× 4 8 12 4080
6× 6 8 14 9180
8× 8 8 15 16320
10× 10 8 15 25500

Figure 5. Proposed architecture

The input image of M ×N size resolution is assumed to be in gray format with 8 bit
(0-255) and the original image value is obtained by converting first. The requirement
for the maximum memory size for each size of the integral image output 2 × 2 with a
maximum pixel value of 255 is 10 bits: ii(0, 0) = 510, ii(0, 1) = 1020, ii(1, 0) = 510, and
ii(1, 1) = 1020. The same thing applies to other sizes: 12 bits for 4× 4, 14 bits for 6× 6,
15 bits for 8× 8 and 10× 10. The maximum size of memory is shown in Table 1.

Then the equation of two-row process is tested first. The test is done by using octave
GNU software to see that the functions are in accordance with the specifications. The
test in this software will become a golden model. The software CAD tool used is mentor
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graphics for Higher Education Program edition following the design flow in [10]. The
architecture in Figure 5 shows our main research. The main research is the object detec-
tion chip with Viola-Jones algorithm. This integral image implementation is on a large
rectangular box.

3.2. Behavioral model. In this step, programming code is using VHDL. Referring to
the architecture on Figure 5, the VHDL is created for each block in the integral image.
In the input block there are six ports, i.e., clock, reset, input 1 as the input signal of
first row, input 2 as the input signal of second row, height as M height size of the image,
and width as N width size of the image. In the output block there are five ports, i.e.,
out 1 as the integral image of first row, out 2 as the integral image of second row, col
as the indicator column movement, height, and width. The signal input starts from the
input block then forwarded to the array block. The signal input-process into the array
is executed in one clock cycle. The array block transfers the value to the processor unit
when all the input signals have been completed. The process in the processor works for
the integral image Equations (4) until (7). Every value from the addition operation will
be stored in the memory block. For the output, the results of Equations (6) and (7) in
processor transferred to the output block.

3.3. Synthesis. In the synthesis process, the VHDL code is read and 0.35 µm CMOS
technology is loaded. The clock constraint used is 10 MHz. This synthesis process pa-
rameter uses the area and the delay optimization model then becomes the result of the
synthesis of the netlist.

3.4. Design for test. Before creating a physical model, the netlist must be tested with
DFT. The DFT process uses a scan insertion and Automatic Test Pattern Generation
(ATPG) to give results through the ratio of test coverage and fault coverage. In study
[12], the good test of DFT is the fault coverage resulting in more than 95%.

3.5. Physical model. The netlist of DFT is converted into a schematic representation.
The technique uses a semi automatic standard-cell with 0.35 µm CMOS technology.

Figure 6. Proposed design method flow
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4. Result.

4.1. Software implementation. The implementation using Octave GNU for size 10×10
is shown in Figure 7. According to the original equation in [1, 5], Figure 7 process gives
a result of one value at one time with the change column until the last value on the row,
after that, change to the next row. For the two-row process, it is the same process as the
original, but when the result in the first row is obtained at the same time, the result of
the second row is also obtained. For the change of rows, it is the next 2 two rows.

Figure 7. Software implementation of original and two row integral image process

4.2. Simulation behavioral model. Each size of the five image sizes is simulated with
the same data. The measurement of the execution time or runtime of each size is listed
in Table 2. The execution time is measured by the time difference between the first
input time and the last output time. The execution time representation is ∆t = tf − ts
nanosecond. In Table 2 the image size 2 × 2 starts from the first input signal value of 0
and 82 at ts = 0 ns and stops the last output signal of 40 and 332 at tf = 900 ns; the
result for each size uses one clock cycle in 100 ns.

Table 2. Execution time

Image size Execution time (ns)
2× 2 900
4× 4 2100
6× 6 4100
8× 8 6900
10× 10 10500
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4.3. Synthesis result. The measurement of the total area is listed in Table 3. The area
optimization has given the result for the total gate being lower than the delay optimization.
This means that the area optimization has reduced the gate to get the optimum area.
The total area is related to power consumption. Even though the software we use at this
step cannot display the estimated power consumption, the more gates that are used, the
more power consumption is needed. The slack time result in the optimization shows that
it is related to the speed. The slack time in the delay optimization gives a lower time
value than the area optimization. The slack time is measured from the difference between
the required time and the actual time.

Table 3. Area optimization 2 × 2, 4 × 4, 6 × 6, 8 × 8, and 10 × 10 with
clock 100 MHz

Image size
Area optimization Delay optimization

Total gate Slack time Total gate Slack time
2× 2 168732 1.31 179179 0.77
4× 4 191883 1.31 202384 0.77
6× 6 320429 1.31 330494 0.77
8× 8 466976 1.31 479625 0.77

10× 10 603330 1.31 614942 0.77

4.4. DFT. The DFT is tested using a scan insertion with a full scan in the form of a
scan chain. The test pattern ATPG gives the test coverage of the area optimization an
amount of 100% which means that all the areas are covered in the test. The fault coverage
in the amount of 97.41% means that there is a device fault amounting to 2.59%. This
fault coverage is in the basis of good category [14] at least reaching 90-95%. In the delay
optimization test coverage the amount is 99.98%; there is 0.02% area in the design which
cannot be tested with 97.37% fault coverage.

4.5. Physical model. The physical model is shown in Figure 8. This schematic is based
on the optimization area. The technique used is a semi automatic conversion with a
standart-cell 0.35 µm CMOS Technology.

Figure 8. Schematic of integral image CHIP

5. Conclusions. In this paper, we propose an implementation of the integral image
presenting the ASIC design. The bypass or directly implementation to ASIC design can
simplify the steps design. This can also be related to the costs of design. For the integral
image with 8-bit gray input, there is an increase bit size for the memory which must be
considered. Although the size tested is different from the research sources by a limited
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small size, the result for the smallest size 2× 2 needs 900 ns for the execution time. The
area optimization of the synthesis process focuses on the optimum device used and the
delay optimization focuses on the slack time or speed. The DFT process shows that this
design is in good design with the area optimization because all the areas can be tested
with 100% test coverage and there is a device fault which can be covered amounting to
97.41%. This study has not yet reached the schematic simulation step. There are still
some steps to be done which can be explored further in the future; and for the real-time
application like videos, this method in a small size can be an alternative in the data
transfer.
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