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ABSTRACT. A nowvel suboptimal embedding algorithm for binary logos based on a weight
approach embedding (WAE) is proposed. An optimal embedding algorithm, developed on
the basis of the maximal likelihood algorithm, is aimed at locating the coset leader as an
approach to the minimum embedding distortion. By contrast, there is no need to locate
the coset leader; instead, a target vector is required. The corresponding weight of the
target vector is close to that of the coset leader; the target vector’s weight is discovered
in an efficiently iterative manner. In case of a highest operating complexity, in contrast
to that of the optimal mazimal likelihood (ML) algorithm, the operating complezity of
the suboptimal WAE is linearly proportional to the number of code dimensions, because
a full search (which would be necessary in an ML algorithm) is not required. The lower
embedding efficiency of the proposed algorithm is superior to those of algorithms proposed
in previous works, when the logo message length is small.
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1. Introduction. Because of the numerous Internet and public communication network
applications, steganography has been attracting increasing interest and has played cru-
cial role in multimedia technology [1]. The encoding process of syndrome codes, also
known as matrix embedding (ME) codes, is to embed a logo into a different image, such
as a photograph, music, video, or text. Crandall [2] and Bierbrauer [3] have proposed
a scheme called ME; in ME, matrices are derived from covering codes [3] and this ap-
proach a high embedding efficiency. Several researchers have implemented steganographic
scheme using the suboptimal embedding algorithm [4-6]. However, as proposed by [6],
the binary embedding algorithm is of an embedding capacity that is dependent on the
size of the partitioned cover sequence, into which some number of 1s can be embedded;
a maximum of 2 bits can be altered. As Li et al. [4] proposed in 2007, the tree-based
parity check (TBPC) is a binary data embedding algorithm with an embedding capacity
of up to 1 — pt(N)/0.5, where N is an integer larger than 2. The TBPC provides a high
embedding capacity and a fast computational time, up to approximately half the cover
sequence length, with a maximal embedding distortion of up to 0.36 change/bit. Li et
al. proposed a second version of the binary image-embedding algorithm, called the block-
overlapping parity check (BOPC) [5], in 2007. The BOPC algorithm uses the properties
of block-overlapping parity check to reduce toggling required in [5]. These methods [4-6]
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are highly efficient and fast for steganography. They utilize a simple matrix strategy to
further improve the computational complexity of embedding. [7] proposed a method for
increasing the embedding speed of matrix embedding by extending the matrix with some
referential columns. Compared with the original matrix embedding, the proposed method
can exponentially reduce the computational complexity for an equal increment of embed-
ding efficiency. However, in most cases, such as linear block codes of sufficiently large
dimension, the main common disadvantage is that maximum likelihood decoding cannot
be performed because of the high complexity required in matrix embedding codes of long
length. The researchers in [8] proposed an improved embedding method based on BCH
codes. The complexity of [8] is linear, whereas that of optimal embedding with maximum
likelihood decoding is exponential. The researchers in [9] offered a novel family of em-
bedding codes, generated by the systematic convolutional codes. This family of methods,
along with Vitrebi decoding, has high embedding efficiency in targets of sufficiently long
length. For security, [10] concealed a large amount of information in a binary image by
using a steganographic scheme, which uses a secret key and a weight matrix to increase
security; the weight matrix increases the embedding rate, and an XOR operator reduces
the time complexity. Another important secure steganographic method was proposed
in [11]; it proposed a game-theoretic framework for examining adaptive steganography
while taking the knowledge of the analysis into account. Recent developments have con-
tributed toward achieving the application of multimedia communications. [12] devised a
novel steganography algorithm that has a high capacity while still retaining the ability of
adjusting the embedding distortion. A shifting strategy is explored to embed the secret
data into a given 3-D model effectively. In [13], the algorithm of embedding a 2.4Kbps
low-bit-rate Mixexcitation linear prediction (MELP) speech into G.729 coding speech
was presented by adapting the techniques of covering code and the interleaving and [14]
presented an algorithm based on a secret sharing scheme and an error-correcting code
(ECC), which combines grey relational analysis (GRA) with a partition mode in video
compression standard H.264/AVC. Authors in [15] proposed a framework for nonadditive
distortion steganography by defining joint distortion on pixel blocks. Moreover, [16] pro-
posed a novel low-complexity embedding algorithm that uses a modified majority-logic
algorithm to decode RM codes, in which a message passing algorithm is performed on the
highest order of information bits in the RM codes.

The current study focused on the ME method, in which the stego is a function of the logo
and the cover to achieve excellent embedding efficiency with low complexity. This study
proposes a steganographic scheme in which the toggle is found by using ME, attempting
to attain a suboptimal toggle trade-off between embedding efficiency and computational
complexity. By using an iterative method, weight approach embedding (WAE) adds a row
vector of a generator matrix to a toggle object in an attempt to obtain a new toggle object
where the weight is less than the old weight. Finally, we developed practical embedding
algorithms by analyzing the trade-off, distortion, embedding efficiency and complexity.

The remainder of this paper is organized as follows. In Section 2, we review several
elementary concepts from coding theory and introduce the optimal embedding algorithm.
Section 3 provides a description of our major work for suboptimal embedding strategy.
Section 4 presents experimental results and their discussion. Finally, Section 5 offers
conclusions.

2. Bound on Embedding Efficiency. In this section, we focus on the coding theorem
for the case of ME in a binary sequence. Binary data hiding refers to an issue where
the average level of distortion d of embedding strategy can be determined by a binary
linear embedding code (n, k) at a given embedding rate R, = (n—k)/n. The lower bound
of distortion dy,;, is thus bounded using the rate-distortion function. Coding theory is
discussed here.



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.9, NO.7, 2018 709

An introduction to embedding algorithms for linear codes is presented, as follows. For
an embedding scheme using linear codes, an (n, k) linear code C' at an embedding rate
R. = (n—k)/n = m/n. Under the assumption that a logo sequence s € {0, 1} embedded
into a cover sequence u € {0, 1}" by using the linear code C' is transmitted to the receiver,
the optimal stego sequence I' = u—e,,, where e, is provided by an embedder (i.e., a stego
I") modified from u and corresponding to the logo message s. This can be formulated as a
rate-distortion problem. Assume that the linear code C' at embedding rate R, corresponds
to an embedding average distortion d = E[d(l',u)]/n = E[w(ey)]/n. The theoretically
achievable bound is derived as k/n > 1—h(d), where h(d) = § log,(1/d)+(1—d)log,(1/(1—
d)) denotes a binary entropy function. Thus, we can obtain a bound of embedding rate
as h(d) > R, and the minimal average distortion d is

d>h"(R.), (1)

where 0 < d < 0.5 and h~!(-) is the inverse binary entropy function. Without loss of
generality, the embedding efficiency is defined as follows:
R, m
= — = — 2
k_m, )
where D = nd is the average embedding distortion per block. By using (1), one can prove
that (2) is an asymptotic upper bound as follows:

R
hI(R,)

This ns is the upper bound of embedding efficiency.
For an (n, k) linear code C, the embedding efficiency between the optimal (i.e., maxi-
mum likelihood decoding) and the suboptimal algorithms can be formalized as
m m m

> > ,
nhil(R5> - Dopt o Dsub

where D,,; and Dg,;, represent the average distortion estimated for each block in the opti-
mal algorithm and the suboptimal algorithm, respectively. The aforementioned equation
can be expressed in an alternative form as 75 > 7oyt > Neup. The intervals between the
efficiency bound and the realization can be defined as

n<

Eopt = T5 — Tlopt
and
Esub = 15 — Nsub,
where 7,1 and 7, are the bound obtained using optimal embedding algorithm (maximum

likelihood decoding) and the bound obtained using a suboptimal embedding algorithm,
respectively. For an efficient linear code, the value € should be sufficiently low.

3. Suboptimal Embedding Algorithm: WAE Algorithm. We present an efficient
algorithm for performing binary hiding. As described in the preceding section, performing
ML decoding corresponding to an arbitrarily large linear block code is unrealistic. Here,
the coset leader is found in an alternative approach to the conventional ML decoding.
A simple method is applied to locating a toggle sequence with low weight during the
search for a coset leader sequence e,,;. This search is aimed at locating a sequence egy,
and w(esu) > w(egp), in lieu of the optimal coset leader w(e,,). Ensuring that w(egus)
remains sufficiently close to w(eqp) is required. Certainly, w(es,s) is a sequence defined
in C*. Obtained by the addition of w(eg,) to the cover sequence u, the stego sequence !’
cannot be proven to be the optimal sequence.

We describe the framework for constructing a low-complexity embedding scheme using
a generator matrix. Assume that an embedding scheme using linear codes, with an (n, k)
linear code C' being specified by the k X n generator matrix G at an embedding rate
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R. = (n — k)/n = m/n, can embed m bits of message sequences s € {0,1}™ into cover
sequences u € {0,1}" of length n. The following embedding scheme carries m bits of
message s; in a cover sequence u as
lopt = arg IZIElICIll d(u,l).
It is used to locate the optimal stego sequence l,,; € C', which is the sequence closest

to u; the minimal error between [,,; and u is represented as

mind(u,l) = min ||ju — (x — ¢)|| = min |lu— (x —vG)||. 3

min du,1) = min [ju— (e =o)ll = min flu=(z=vG)]| Q
Equation (3) must be used to find vG such that ' = z — vG is closest to u. In fact, in
the case of a sufficiently large code finding x’ using (3) is difficult because the complexity

of finding the codeword increases as 2¥. Assume that there exists an efficient algorithm
for determining z’; the suboptimal stego object I’ is

l'=u—2'=u—x+vG=u—z+c (4)

Equation (4) can offer a low computational complexity in finding suboptimal stego. Ac-
cording to (4), a suboptimal algorithm (i.e., the WAE algorithm) is used for finding
suboptimal stego. In the optimal embedding algorithm, f(s,) is decoded to gain the
codeword ¢, and the coset leader sequence e is obtained by adding ¢ to z (i.e., z + ¢).
Here, f(s,) is not directly decoded through ML decoding; instead, the syndrome s, of
the toggle z is intended to remain invariant. The simplest means of achieving this is to
add the codeword ¢, which is a subset of the linear code C, to the toggle x as =’ (i.e.,
x' = x+c¢). Therefore, the weight of 2’ is altered through the codeword ¢, but 2’ still falls
within the coset C*. Although a total of 2% codewords exist in the linear code C, test-
ing them all would be unrealistic. Only k& codewords are selected from 2% codewords for
testing, which form the row sequences g; of a systematic generator matrix G, as follows.

(251

a,-|"]. (5)

gk

This row sequence set is defined as I' = {g1, ga,...,gx}. For an arbitrary ¢g; € T, the
toggle syndrome s, is expressed as

$; = Hu+1l)=Hx=Hr+ Hg;,= H(x+¢g;) = H2', (6)

where x, u, and [ are the toggle sequence, cover sequence, and logo sequence, respectively.
Although the syndrome s, remains invariant with g; added to x, the toggle sequence =,
along with the corresponding weight does change. The distortion can be reduced if a mod-
ified toggle sequence x’ of lower weight than the original toggle sequence x can be found.
Eventually, the distortion can be improved through a small amount of weight variation.
Certainly, the dimension of a candidate I' can be extended, and k row sequences can be
selected from Gy, or Ty = {g;]i =1,..., N, N = (})} can be formed as a combination of
two arbitrary sequences within GG;. However, the cost associated with an increment in N
is a higher operational complexity. The case for (¥) is addressed in this paper. In this
case, the modified toggle sequence ' = x + ¢; is gained through an appropriate weight
variation of toggle x with the main goal of changing the weight of 2’ to approximate
that of the coset leader e. Assume that w(z) = A and A is a constant; the sequence a’,
approaching e, can be expressed as

' = argminw(g; + x), (7)
gi€l
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where the sequence z’ represents the sequence with the minimum weight after k& rounds
of testing. In the case that

w(eop) < w(z') < A, (8)

the sequence 2’ remains closer to the coset leader e,,, than the sequence = does. The afore-
mentioned algorithm, designated as WAE, sufficiently reduce the toggle weight iteratively.
Finally, (2) can be used to determine the embedding efficiency as n = m/D.

4. Simulation Results. The aforementioned algorithms were simulated in terms of op-
erational time and embedding efficiency. The programs were developed in MATLAB and
executed on a computer with an Intel ES300 2.83-GHz CPU and 2G DRAM. In these
simulations, the cover and logo sequence were selected randomly.

1) Computational complexity
Figure 1 illustrates a comparison of various suboptimal algorithms in terms of CPU
time required in a case involving 10° embedded bits. TBPC required the least amount
of CPU time. The WAE algorithm based on a TBPC parity check matrix came in
second place, and the BOPC algorithm came in third place. The algorithms can be
arranged (in ascending order) as follows in terms of the CPU time required: [4] <
WAE < [5] < ex_.Random WAE < [6]. As shown in Figure 1, a long code provides
improved embedding efficiency at the cost of requiring a greater amount of CPU time.
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FIGURE 1. Time versus embedding capacity for different algorithms. (ex:
expanded strategy)

2) Embedding efficiency
According to the preceding results, the WAE algorithm, compared with the optimal
embedding algorithms, requires a lower operating complexity, but also has degraded
embedding efficiency, namely n = m/D. As presented in Figure 2 and Table 1, the
embedding efficiency 7, corresponding to various systematic linear block codes, was
compared between both the WAE and optimal embedding algorithms. When applied
to an (2™ — 1,m,3) Hamming linear code, WAE exhibited an identical efficiency to
that of the optimal embedding algorithms, because WAE requires only one iteration to
successfully locate the toggle coset leader. The parameter €5 represents the difference
between the bound and the optimal embedding efficiency limits in a case involving an
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F1GURE 2. Embedding efficiency of various algorithms

TABLE 1. Performance comparisons of various embedding algorithms, in-
cluding Hamming code, UWPC code, BCH code, and Golay code in WAE
and optimal embedding algorithms (“W-" = using WAE algorithm, “/” =

unachievable)

code (n, k) rate (m/n) n Eopt  Esup  time (sec)
[6] (16, 2) 0.125 16/ 4616 14313
[6] (64, 2) 0.031 64 /6708 44.434
[6] (16, 3) 0.187 16/ 3327 T7.964
[6] (64, 3) 0.046 64 /5443  24.035
W-Hamming (31, 5) 0.161 31 1.645 1.653 1.731
5] (Lx = 32) 02424 4225 /2526 201
[5] (Lx = 64) 0.2461 16641 / 2455  1.871
5] (Lx = 128) 0.2481 66040 / 2.337  1.564
W-Random (16, 4) 0.25 16 / 2.803 0.48
W-Random _ex (160, 40) 0.25 160 /  2.693 4.45
W-Random _ex (15, 4) 0.2667 15 1.549 1.618 1.32
4] (7, 4) 0.571 7/ 1436 0.724
4] (15, 8) 0.533 15 /1607  0.407
4] (31, 16) 0.516 31/ 168 0.236
W-BCH (15, 8) 0.5333 15 1.388 1.366 0.657
W-Colay (24, 12) 0.5 24 0962 1487  0.87

invariant embedding rate R.. A low value of 5 signifies that the embedding efficiency
provided by the optimal embedding algorithm tends to the theoretical limit. Similarly,
the parameter e, denotes the difference between the embedding efficiencies of the
suboptimal and optimal embedding algorithms. If the value of €., is low, the embed-
ding efficiency rendered by the suboptimal algorithm is close to that of the optimal
embedding algorithm. Accordingly, through WAE, the operation time is as short as
1.38 sec at the cost of a degraded e,,; = 1.332 and a 1.86% efficiency.

5. Conclusions. This study proposes a WAE suboptimal embedding algorithm, with
low operating complexity, that is applicable to an arbitrary (n, k) linear block code with
a parity check matrix. ML algorithm can be criticized for being extremely sensitive to the
dimension k, because the operating complexity varies exponentially with k. For WAE;,
the complexity exhibits a linear dependence on k; therefore, WAE is making it applicable
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to a linear block code of large dimension. WAE requires a complexity of only O(ck) when
locating the toggle sequence, whereas the complexity of the ML algorithm is O(2F), an
unacceptable figure for a large value of k. The considerably lower complexity in WAE is
achieved at the cost of a small amount of embedding efficiency.
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