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Abstract. In this paper, we propose a superpixel-based model for object tracking in the
Bayesian framework. The mid-level visual cues via superpixel with sufficient structure
information are used to represent the object. This tracking algorithm contains three mod-
els, including appearance model, motion model, and online learning model. By adding
texture feature, our method has improved the previous superpixel tracking (SPT) method
on reducing the interference of neighboring similar color and increasing the success rate
of grayscale sequences. We conducted experiments using videos from literature. Experi-
mental results show that the proposed method outperforms the existing methods.
Keywords: Object tracking, Superpixel, Appearance model, Online-learning model,
OTSM (object tracking with superpixel-based model)

1. Introduction. Object tracking has been one of the major issues in computer vision
and related fields such as intelligent surveillance, traffic monitoring, and human-computer
interaction. Many object tracking algorithms [1-3] were proposed to face various chal-
lenges, including large variation of scale, heavy occlusion and drifts. For example, the
multiple instance learning (MIL) [1] uses positive and negative samples to learn a dis-
criminative model for object tracking. The tracking-learning-detection (TLD) [4] tracks
objects and learns their appearance at the same time, detecting larger area when heavily
occluded.

Many object tracking methods, based on the pixel information, have been proposed
for years. However, a single pixel can only provide little information for human vision
since human eyes are merely able to recognize a meaningful image composed of a group of
associated pixels. Superpixel is an area which consists of a series of adjacent pixels, having
similar color, brightness, texture, and other characteristics. These segmental areas provide
effective message from small portions of an image, and retain the edge’s information of
target object. Currently, many researches develop a method of superpixel algorithm to
solve numerous vision problems, including object segmentation [5-7], saliency detection [7-
9], and recognition [10,11]. However, less attention has been paid to mid-level visual cues
for object tracking. Yang et al. [12] first used the method of superpixel tracking (SPT)
to separate target objects from background according to a superpixel-based appearance
model. Some literatures have been published based on superpixel-based method such
as human tracking [13], traffic surveillance [14], and superpixel-driven level set tracking
[15]. Nevertheless, the method proposed by Yang et al. [12] is not effective for grayscale
images because of the color-based characterization. Therefore, additional features should
be considered to improve the tracking accuracy.

In addition to the color-based feature, in this article, we also consider the texture
feature in our proposed tracking algorithm to improve Yang et al.’s method. The proposed
tracking algorithm contains three models, including appearance model, motion model, and
online learning model. By adding texture feature, our method has improved the previous
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superpixel tracking (SPT) method on increasing the success rate of grayscale sequences
and reducing the interference of neighboring similar color. Experiments conducted using
videos from literature show that the proposed method outperforms the existing state-of-
the-art methods.

The rest of the paper is organized as follows. Section 2 presents our proposed tracking
method. Experimental results are demonstrated in Section 3. Finally, Section 4 summa-
rizes the conclusions.

2. The Proposed Tracking Method. The procedures of our proposed tracking algo-
rithm are addressed as follows. First of all, we will demonstrate the Bayesian theory used
in our tracking algorithm which contains three models: (1) appearance model, (2) motion
model, and (3) online learning model. The tracking algorithm is shown in Figure 1 and
described in the following.

• Step 1: In the appearance model, we preform superpixel segmentation to obtain the
color and texture features. Using these features, we then generate the confidence
maps to separate the target from background.

• Step 2: We utilize the particle filter to select N candidates in the motion model. To
find the best result, we apply the observation and motion models to estimating the
posterior of the most likely object movement.

• Step 3: Based on the above result, we create a continuously updating online learning
model to take account of the appearance changes during the tracking process, and
reduce the occlusion effect.

Figure 1. The flow chart of our tracking algorithm

Besides, the online learning model in the tracking algorithm can be used to handle large
variations of object sizes, appearance change and tracking drift. Experimental results will
demonstrate the superiority of the proposed method. In the following, we first introduce
the Bayesian theory in Section 2.1, and then illustrate Steps 1, 2, 3 in Sections 2.2, 2.3
and 2.4, respectively.

2.1. The Bayesian theory. Our tracking algorithm is based on Bayesian statistical in-
ference used in appearance model and motion model. The maximum posterior probability
p(x|z1:t) of the object position at time t is described below:

p(xt|z1:t) ∝ p(zt|xt)

∫
p(xt|xt−1)p(xt−1|z1:t−1)dxt−1 (1)
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where xt is the object state at time t, and z1:t indicates the observation from time 1 to
time t. p(zt|xt), p(xt|xt−1) indicate the appearance model and motion model, respectively.

In appearance model, xt is defined as xt = (xcx
t , xcy

t , xsx
t , xsy

t ), where xcx
t and xcy

t repre-
sent the center location x and y of the object, xsx

t and xsy
t indicate the size of bounding

box in the x-axis and y-axis, respectively. The motion model p(xt|xt1) describes the
probability of position between two consecutive frames.

The appearance model p(zt|xt) indicates the likelihood of the observation zt at object
state xt, which plays an important role in the object tracking. The appearance model in
our method is built by:

p(zt|xt) ∝ Ĉ(xt) (2)

where Ĉ(xt) performs the confidence of an observation of the object state at time t,
which can be obtained by the maximum a posterior estimation over the N samples in the
bounding boxes at each t. We set xl

t to indicate the l-th sample of the object state xt.

x̂t = arg max
xl

t

p
(
xl

t|z1:t

)
, ∀l = 1, . . . , N (3)

where x̂ indicates the estimation of the maximum a posterior among N samples.

2.2. Appearance model and confidence map. Based on Equation (3), when a new
frame arrives, the system estimates the probabilities of random positions of N bounding
boxes (i.e., xt), and defines the best position by the highest probability. This procedure
is so called appearance model which is based on confidence map. Therefore, the first
important task is to generate a confidence map. The procedure to construct a confidence
map and an appearance model for both target and background is described below.

• Step 1: A new frame arrives at time t (Figure 2(a)). Then extract the surrounding
region of the target in the frame t (Figure 2(b)).

• Step 2: Perform a superpixel segmentation as shown in Figure 2(c).
• Step 3: Build a confidence map [12] of superpixels as shown in Figure 2(d).
• Step 4: Create an appearance model based on the confidence map.

(a) (b) (c) (d)

Figure 2. The procedure to construct a confidence map and an appearance model

2.3. Motion model. After finishing the appearance model, we obtain N different like-
lihood probabilities of xt. To obtain more reliable tracking result, we further weigh each
probability of xt by the motion model. The motion model is constructed by the distribu-
tion of the positional difference between two nearby frames, xt and xt−1. This distribution
is assumed to be Gaussian distributed:

p(xt|xt−1) = N(xt; xt−1, Ψ) (4)

where Ψ is a diagonal covariance matrix, which is the function of the standard deviations
for location and scale, i.e., σc and σs. The values of σc and σs define the motion and scale
change in the proposed algorithm.
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2.4. Online learning model. The motivation to do the online learning model is to keep
our feature pool F continuously updated during the tracking process. In this way, we can
always have the most current model of appearance features instead of using unchangeable
appearance model (i.e., off-line appearance model). This can help to increase the tracking
accuracy and reduce the effects of occlusion and drifts.

During the tracking process, we build a training pool to store the information of object
features, including colors and texture features. A sequence of 10 frames is stored in
the pool. The first four frames are fixed in the entire training process to reduce the
feature contamination by occlusion, scale change and non-rigid deformation during long
term tracking. The rest of six frames are used to update the new appearance features
following the flow chart in Figure 3. The flow chart shows the strategy of updating method
depending on the condition of occlusion.

Figure 3. The strategy of updating method in the online learning model

If no occlusion happened: when a new frame arrives, we add the new one to be the
latest 10th frame in the pool and delete the oldest 5th one. The 1st to 4th frames are fixed.

If occlusion happened: when occlusion occurs, the incoming frame becomes unreliable;
thus we only update the last three frames. When a new frame arrives, we add the new
one to be the latest 10th frame in the pool and delete the oldest 8th one. The 1st to 7th

frames are fixed.
The detection of occlusion, Ot, is defined by the method [12] as below:

Ot = µc −
max

(
{Cl}N

l=1

)
S(xt−1)

(5)

where µc is the average of normalized confidence of the target measures in the sequence
of 10 frames. The ratio of maximum confidence value (max({Cl}N

l=1)) to the size of target
region at time t − 1, (S(xt−1)), indicates that how much fraction of area is occluded.

The occlusion detection is repeated every frame, and k-means clustering is applied every
ten frames for updating the color and texture training sets. Taking advantage of these
continuously updated training sets, the system is adaptive to the changes of environment,
and the target object can be effectively separated from the background.

3. Experimental Results. We evaluated the effectiveness of the proposed algorithm
on 12 video sequences. These sequences were tested in [12] (i.e., SPT sequences). Both
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SPT and LBP methods using color and texture features were utilized to characterize the
objects. The system is operated using the Matlab (version 2014a) and is performed on a
2.2 GHz 4 cores processor with 8 GB memory. The tracking results for 12 sequences will be
compared with previous works in the following discussion. The experimental environment
and results are presented below.

3.1. Experimental environment. As mentioned in Section 2, our system includes three
models: appearance model, motion model and online learning model. In the appearance
model, the number of superpixels is set to ∼ 300. The parameter of rescaling surrounding
region, i.e., λ, is set to 1.5. In the motion model, the standard deviations for location and
scale, σc and σs are set to 7.6 and 7. In the online learning model, the number of frames
we store in the training pool is set to 10. The average of normalized confidence, µc, is set
to 0.5. We set the threshold of occlusion detection θo = 0.525. The parameters described
above are fixed for all sequences.

Finally, instead of using mean-shift algorithm, we use k-means to cluster the superpixels
because of its shorter time for calculation (around 3 to 5 times faster than the mean-shift
method in our experiments). The experimental datasets used to examine our algorithm
are from [12].

3.2. Experimental results. To quantify the quality of our tracking results, we evaluate
the success rate and center error for each sequence. For a tracked bounding box and a
ground truth box, we regard the percentage of their overlapping area as the success rate.

Following the settings in [12], the tracking result of SPT sequences is considered to be
successful when the success rate is greater than 50%. The overall success rates of our
results are displayed in the last column of Table 1 (i.e., SPT-LBP). The higher value
means the better result. Furthermore, the center error is defined as the center distance
between the ground truth and the tracked bounding box [12]. The overall center errors
of our results are displayed in the last column of Table 2.

Table 1. The success rates of SPT sequences in percentage

Sequences IVT Frag MIL PROST VTD L1 TLD Struck HT SPT SPT-LBP
lemming 79 51 83 82 35 17 27 49 21 96 96
liquor 23 79 20 83 27 57 80 23 0 97 99
singer1 93 25 25 − 100 100 100 25 23 99 92

basketball 11 28 28 − 85 4 6 12 60 96 99
woman 8 7 7 − 5 9 6 56 8 50 60

transformer 23 24 24 − 38 27 35 27 59 100 100
bolt 1 3 3 − 57 4 14 3 1 66 91
bird1 1 29 29 − 2 2 6 4 32 21 36
bird2 9 83 83 − 9 74 12 14 81 87 93
girl 7 38 38 − 55 26 11 16 0 96 98

surfing1 8 3 3 − 8 8 40 8 9 34 73
racecar 2 4 4 − 6 8 3 7 8 46 91
Average 22 31 29 83 36 28 28 20 25 74 85

In Table 1, our success rate in average is 85, which is better than that of the famous
article [12], 74. In addition, the center error in average is 12 compared with 15 [12].
Based on the comparison results in Tables 1 and 2, it is noted that our proposed method
outperforms Yang et al.’s method [12] and other existing methods.

4. Conclusions. In this paper, we have proposed object tracking with superpixel-based
model. The tracking algorithm contains three models, including appearance model, mo-
tion model, and online learning model. This tracking method has improved the previous
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Table 2. The center errors of SPT sequences

Sequences IVT Frag MIL PROST VTD L1 TLD Struck HT SPT SPT-LBP
lemming 14 84 14 23 98 182 104 134 118 7 7
liquor 238 31 165 22 155 80 28 124 202 9 8
singer1 5 20 20 − 3 3 5 16 52 5 12

basketball 120 14 104 − 11 100 170 153 19 6 7
woman 133 112 120 − 109 113 95 5 122 11 12

transformer 130 47 33 − 43 108 23 54 31 14 11
bolt 382 100 380 − 14 369 90 387 373 6 7
bird1 230 223 270 − 250 226 77 148 203 47 39
bird2 119 28 18 − 50 19 86 88 10 17 17
girl 184 106 55 − 57 177 151 119 232 10 9

surfing1 141 199 319 − 84 228 27 265 287 48 9
racecar 340 94 104 − 196 224 134 202 228 4 4
Average 170 88 134 23 89 152 83 141 156 15 12

superpixel tracking (SPT) method by adding texture feature to reduce the interference of
neighboring similar color and increase the success rate of grayscale sequences.

We evaluate the effectiveness of the proposed algorithm on video sequences from [12].
The system demonstrates an improvement on the tracking drift caused by background
clutter, occlusion, grayscale tracking, distortion, scale and pose variation. Most of our
tracking results have better success rates than those of previous works. These results
prove that the SPT-LBP is a robust tracking method for both color and grayscale images.
In the future, more techniques can be compared to further demonstrate the performance
of the proposed algorithm.
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