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Abstract. In recent years many statistical and machine learning methods have been
proposed for customer credit risk prediction. However, the datasets of customer credit
risk prediction are often imbalanced and only a small portion of instances are labeled in
reality. In this paper, a new customer credit risk prediction method, D-Self-SMOTE, is
proposed based on self-training and SMOTE with density based noise filtering strategy to
solve the imbalanced data and unlabeled data problems simultaneously. Experimental re-
sults on the two public datasets show that among the compared methods, D-Self-SMOTE
gets the best result, which could be a potential solution for customer credit risk prediction.
Keywords: Customer credit risk prediction, SMOTE, Self-training, Density, Noise fil-
tering

1. Introduction. The customer credit risk prediction is a critical part of a financial insti-
tution’s loan approval decision processes. The purpose of customer credit risk prediction
is to classify the applicants into two types: applicants with good credit and applicants
with bad credit. The accuracy improvement of customer bad credit prediction can retrieve
a great loss for the financial institutions [1]. Especially, with the huge growth of the credit
industry, building an effective and efficient prediction model has been an important task
for saving amount cost [1,2]. Therefore, customer credit risk prediction has raised more
and more interests from both academic and industry fields in recent years [3].

For the customer risk prediction problem, the traditional statistical methods have been
employed at the earliest, such as Linear Discriminant Analysis (LDA), Logistic Regression
Analysis (LRA) and Multivariate Adaptive Regression Splines (MARS) [1,2]. Although
these methods are relatively simple and explainable, the problem with applying these
statistical methods to the customer credit risk prediction is that some assumptions are
frequently violated in reality. In recent years, many studies have demonstrated that
machine learning methods, such as Decision Tree (DT), Artificial Neural Network (ANN),
and Support Vector Machine (SVM) can be used as alternative methods for the customer
credit risk prediction [1,3]. In contrast with traditional statistical methods, machine
learning methods do not assume certain data distributions. These methods automatically
extract knowledge from training instances.

In reality, however, the datasets of customer credit risk prediction are often imbal-
anced and only a small portion of instances are labeled, which makes above mentioned
methods get the unsatisfied prediction performance [3]. For the first problem, i.e., the
imbalanced data problem, some researchers have noticed that the imbalanced distribu-
tion could greatly degrade the performance of prediction [4,5]. For instance, Brown and
Mues gave an experimental comparison for the imbalanced credit scoring [4]. Huang et
al. conducted a series of experiments to evaluate neural ANN and data mining methods
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for the imbalanced credit assessment task [5]. For the second problem, i.e., the unla-
beled data problem, some studies have found that abundant unlabeled instances could
improve the prediction accuracy significantly [6,7]. For example, Maldonado and Paredes
employed a semi-supervised approach for reject inference in credit scoring using SVM [6].
Kennedy et al., proposed semi-supervised one-class classification method for credit scoring
[7]. Although many studies have considered imbalanced data and unlabeled data prob-
lems independently, few researches have proposed methods specifically designed to solve
these problems simultaneously. However, in order to achieve more effective methods for
the customer credit risk prediction, these two important problems should be considered
simultaneously.

In this study, a new method, D-Self-SMOTE, is proposed for customer credit risk
prediction based on self-training and SMOTE (Synthetic Minority Over-Sampling Tech-
nique) with density based noise filtering strategy in this research. D-Self-SMOTE uses
SMOTE method to solve the imbalanced data problem, and self-training method to solve
the unlabeled data problem. At the same time, in order to avoid introducing new noise
from the synthetic instances in SMOTE or new labeled instances in self-training, den-
sity based noise filtering strategy is used. For the testing and illustration purpose, two
public customer credit risk prediction datasets were selected to verify the effectiveness of
the proposed method. Empirical results reveal that D-Self-SMOTE gets the best result
among the compared methods. All these results illustrate that D-Self-SMOTE could be
used to customer credit risk prediction.

The remainder of the paper is organized as follows. In Section 2, a new method, i.e.,
D-Self-SMOTE, is proposed for customer credit risk prediction based on self-training and
SMOTE. Next, Section 3 presents the experimental design and the experimental results.
Finally, Section 4 draws conclusions.

2. A New Method for Customer Credit Risk Prediction Based on Self-training
and SMOTE.

2.1. Problem statement. In this research, customer risk prediction is formulated as a
semi-supervised binary classification problem. Let L = {(x1, y1), (x2, y2), . . . , (xm, ym)}
denote the set of labeled instances, and let U = {xm+1, xm+2, . . . , xN} denote the set of
unlabeled instances. xi is a d-dimensional feature vector. yi ∈ {−1, +1} is the class label.
“+1” is denoted as the minority class, e.g., customer with credit risk. “−1” is denoted
as the majority class, e.g., customer with non-credit risk. Both L and U are indepen-
dently drawn from the same unknown distribution D, whose marginal distributions satisfy
PD(yi = +1) ≪ PD(yi = −1).

As SMOTE method synthesizes minority instances and self-training selects high reliable
instances into the training datasets, the noise can be potentially introduced. Therefore,
density based noise filtering strategy is employed in the research, and some concepts and
terms to explain the density based noise filtering method can be defined as follows [8].

Definition 2.1. (Eps-neighborhood). The Eps-neighborhood of a point xp, denoted by
NEps(xp), is defined by NEps(xp) = {xq ∈ X|dist(xp, xq) < Eps}, X = {x1, x2, . . . , xm}.

Definition 2.2. (Core point). A core point refers to the point whose neighborhood of
a given radius (Eps) has to contain at least a minimum number (MinPts) of the other
points.

Based on above concepts, we can use DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) method to construct density based clusters.

Definition 2.3. (Density based cluster). A cluster C is a non-empty subset of X satis-
fying the following requirements:
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(1) ∀xp, xq: if xq ∈ C and xp is density reachable from xq with respect to Eps and
MinPts, then P ∈ C.

(2) ∀xp, xq ∈ C: xp is density connected to xq with respect to Eps and MinPts.

Definition 2.4. (Noise). Let C1, . . . , Ck be the clusters of non-empty subset of X. Then
the noise is the set of points in X not belonging to any Ci, where i = 1, . . . , k, noise =
{p ∈ X|∀i : p /∈ Ci}.

2.2. A new customer credit risk prediction method: D-Self-SMOTE. Based on
the above discussion, we can propose a novel customer credit prediction method based
on the SMOTE and self-training to solve the imbalanced data problem and unlabeled
data problem simultaneously. For the imbalanced data problem, a number of methods
were proposed from the perspective of dataset or algorithm [9]. Compared with algo-
rithmic level methods, data level methods are algorithm-independent and often used in
practice. Therefore, data level method is considered in this research. For the data level
method, random under sampling or over sampling is a straightforward strategy to handle
imbalanced data problems [9]. As random under sampling method could discard some
useful information, and over sampling method could cause over-fitting, SMOTE, one of
the popular advanced over sampling method, is employed in the research [10]. At the
same time, SMOTE randomly selects an instance from the line connecting the neigh-
bor and the instance itself, which can potentially introduce noise into the training data
set and humble the performance of classifiers. In order to reduce this kind of influence,
DSMOTE is proposed, which uses the density based noise filtering strategy. Just like
SMOTE, DSMOTE also searches the K nearest neighbors for each minority instance at
the very beginning. Unlike SMOTE, DSMOTE uses density based cluster method to
judge whether the neighbor belongs to the noise. If the neighbor is the noise, this neigh-
bor can be discarded directly. Then, DSMOTE also employs density based cluster method
to judge whether the minority instance and neighbor belong to the same density based
cluster. If the minority instance and neighbor do not belong to the same cluster, in order
to avoid introducing new noise, DSMOTE uses

xnew = ẋ + rand(0, 1) × Eps (1)

to generate the new instance. ẋ denotes the minority instance or the neighbor, which can
be randomly selected in the method. If the minority instance and neighbor belong to the
same cluster, DSMOTE uses

xnew = x + rand(0, 1) × (x̃ − x) (2)

to generate the new instance. x denotes the minority instance and x̃ denotes the neigh-
bor. Then DSMOTE judges whether the new instance xnew belongs to the noise. If it is
the noise, this news instance could also be discarded directly. Compared with the tra-
ditional SMOTE method, DSMOTE can generate more accurate minority instances by
using density based noise filtering strategy.

For the unlabeled data problem, many approaches have also been proposed in the lit-
erature, such as semi-supervised learning and active learning. Among these approaches,
disagreement based semi-supervised learning approach explores the unlabeled data au-
tomatically, where no human intervention is assumed. Therefore, disagreement based
semi-supervised learning approach is employed in this research. Meanwhile, compared
with other disagreement based semi-supervised learning approaches, such as co-training,
and tri-training, self-training only needs one classifier with no split of features [6,7]. For
the customer credit prediction method, two independent feature sets are difficult to be
acquired. As a consequence, self-training is employed in the research, which starts with a
set of labeled data set and builds a classifier. Then, only these instances with a labeling
confidence exceeding a certain threshold are added into the labeled data set. Just like
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SMOTE, self-training could also potentially introduce new noise into the labeled data set,
especially after DSMOTE is used to generate more minority instances. Therefore, density
based noise filtering strategy is also employed into the standard self-training method. For
every training iterations, the potential instance, which will be added into the training data
set, must be judged whether it belongs to the noise. If the potential instance belongs to
the noise, it will be discarded directly.

Based on above analysis, D-Self-SMOTE is proposed for the customer credit risk pre-
diction based on SMOTE and self-training to solve imbalanced data and unlabeled data
problems simultaneously. In D-Self-SMOTE, the classifier is generated using the original
labeled training dataset with DSMOTE at first. Then, it iterates the following procedures
K times. Firstly, the classifier labels the most confident positive and negative unlabeled
instances with density based noise filtering strategy. Then, the classifier will be retrained
using the updated training dataset. The whole process will repeat until the classifier is
unchanged or pre-set number of learning rounds K has been executed. The pseudo code
of D-Self-SMOTE is shown in Figure 1.

Input: Labeled instance sets: L;
Unlabeled instance set: U ;

Eps-neighborhood: Eps;
Mminimum number of points: MinPts;

Learning round: K;
Base classifiers: F .

Process:
1. Use density based cluster method with L, Eps, MinPts to get Cp

1 , . . . , C
p
k and

Cn
1 , . . . , Cn

k ;
2. Use DSMOTE(L) to generate balanced data set L1 using Equations (1) and (2);
3. Loop for K iterations:
4. Use L1 to train a classifier F that considers only the x1 portion of x;
5. Do
6. Allow F to label most confident positive instance from U ;
7. If (xp /∈ Noise), add xp into L1;
8. While (F labels one positive instance);
9. Do
10. Allow F to label most confident negative instance from U ;
11. If (xn /∈ Noise), add xn into L1;
12. While (F labels one negative instance);
Output: F (x)

Figure 1. The pseudo code of D-Self-SMOTE

3. Experiment and Results.

3.1. Experiment setup. The effectiveness of D-Self-SMOTE was evaluated on two pub-
lic customer credit risk prediction benchmark datasets: German and England dataset [1].
It is now well-known that average accuracy is not an appropriate evaluation criterion
when there is class imbalance. Thus, AUC (Area Under the ROC Curve) was used as
performance evaluation measure in this research. In the experiment, SVM was chosen
as base classifier for the D-Self-SMOTE, imbalanced classification methods, i.e., Under
Sampling method (US), Over Sampling method (OS), SMOTE, Bagging, Boosting, and
self-training related methods, i.e., the standard Self-training, Self-training with Under
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Sampling strategy (Self-US), Self-training with Over Sampling strategy (Self-OS), Self-
training with SMOTE (Self-SMOTE), Self-training with Bagging (Self-Bagging), Self-
training with Boosting (Self-Boosting). In the research OPTICS (Ordering Points To
Identify the Clustering Structure) method is used to generate the density based clusters
and judge the noise. To minimize the influence of the variability of the training set, ten
times 10-fold cross validation is performed on the dataset. For the union dataset of nine
subsets, it is partitioned into a labeled training dataset L, and an unlabeled training
dataset U under different label rates including 20%, 40%, and 60%.

3.2. Results and discussion. Figure 2 summarizes the experiment results of different
methods when label rate is 20%.

As shown in Figure 2, for the sampling methods, SMOTE gets the improved results, i.e.,
73.31%, and 58.58%. For the Self-SVM it also gets the improved results, i.e., 74.93%, and
60.08%. These results indicate that SMOTE and self-training can solve the imbalanced
data and unlabeled data problems individually. Subsequently, D-Self-SMOTE all gets
the highest AUC, i.e., 77.62%, and 62.75% at the German and England datasets. These
results indicate that D-Self-SMOTE can solve above two problems simultaneously.

Figure 2. Experimental results

Figure 3. Sensitivity analysis of AUC
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Next, the average AUCs are compared at the different label rates. The experimental
result is shown in Figure 3. D-Self-SMOTE gets the highest average AUCs: 77.62%,
78.34%, 79.12% at the German dataset, and 62.75%, 63.86%, 65.08% at England dataset.
It is interesting that with the increase of label rate, the average AUCs of compared
methods are also increasing, except for Self-Boosting at England dataset. These results
indicate that although the self-training methods can utilize the unlabeled data, the labeled
data are very important for customer credit risk prediction in reality.

4. Conclusions. In this study, a novel method, D-Self-SMOTE, is proposed for customer
credit risk prediction based on SMOTE and self-training with density based noise filtering
strategy to solve the imbalanced data and unlabeled data problems at the same time. D-
Self-SMOTE employs SMOTE and self-training method to solve the imbalanced data and
unlabeled data problems simultaneously. Meanwhile, density based noise filtering strategy
is employed to avoid introducing new noise from the synthetic instances in SMOTE or new
labeled instances in self-training. Experimental results based on the two public customer
credit risk prediction datasets show that D-Self-SMOTE gets the highest average AUC
among the compared methods.

Several future research directions also emerge. Firstly, as this research only verifies the
proposed method experimentally, more deep theoretical analyses for D-Self-SMOTE are
needed in the future research. Secondly, the more diverse semi-supervised methods and
imbalanced data classification methods could be explored collaboratively in the future
research.
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