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Abstract. Visual model is a key factor in visual tracking problem because its discrim-
inative ability determines the robustness and stability of the tracker directly. This paper
made major research on developing a dynamic appearance model which is optimal for
the target along the whole sequence. Specifically, the problem of constructing a visual
model adaptive to variable environment is resolved as a global optimization problem. The
discriminative ability of the appearance model is enhanced in two-fold. First, the target
is represented in a hierarchical local patches based visual model, and multiple predefined
visual cues are integrated to model target’s complex appearance. Second, an evaluation
scheme is exploited to define the discriminative ability and an optimal model is designed
to realize adaptiveness. The proposed model is tested on challenging video sequences from
the PAMI 2016 tracking Benchmark, and is validated to be robust and effective.
Keywords: Image processing, Visual tracking, Global optimization, Visual model

1. Introduction. Visual tracking has received much attention in recent years due to its
potential value theoretically and practically in the fields of intelligence video surveillance,
self-driving vehicles, and robotics and so on. Despite that much progress has been made
in recent years, developing sufficient robust tracking system is still an open problem in
real applications. The main challenges lie in the two aspects, including complex tracking
conditions and object variable appearance. In particular, the difficulties include illumi-
nation changes, occlusions, structural variation, cluttered scenes, fast motion, etc. The
direction of handling the above difficulties focuses on the two aspects of constructing a
robust visual model and developing tracking algorithms.

As a basic problem in visual tracking, visual model is a vital issue and determines the
robustness and effectiveness directly. In this field, a variety of well-known features have
been developed. Overall, the existing visual models can be categorized into two classes,
the global model and local model.

The global model refers to the visual features of the object region [1]. The famous model
includes color histograms [2] or attributes [3], subspace-based features [4], Haar-like fea-
tures [5], LBP (Local Binary Patterns) [6], HOG (Histogram of Oriented Gradient) [7],
SIFT (Scale-Invariant Feature Transform) [8], SURF [9], covariance matrix [10], 3D-DCT
[11], shape features [12], etc. In addition, many researchers combine several complemen-
tary cues. In detail, multiple visual cues are integrated in the manner of weighted sum,
multiply, hierarchical or min-max, selection, D-S rules. The above global models have
been demonstrated to be effective in some specific tracking conditions. However, they are
low-level features and not tuned to variable tracking conditions. In many real applications,
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the target object always shows variable appearance caused by environments influence or
self-structural changes. For such cases, the global model shows less robustness.

In comparison with global visual model, the local model shows more robustness to
target appearance changes. Many local models have been developed. Kolsch and Turk [13]
proposed a flock-of-features model, where the target is represented as local patches. Hoey
[14] extended his model. This model shows disadvantages when target shows local abrupt
motions. Yin and Collins [15] proposed to constrain model variation by the global affine
transformation. Besides, Martinez and Binefa [16] proposed a kernel triangle connection
method, and Chang et al. [17] employed MRF (Markov Random Filed) to constrain the
structure among patches. Similar models contain star model [18]. Cehovin et al. [19]
introduced global feature into local model for the first time. Indeed, both the global
and local features are important in modeling target’s appearance. The reason lies in the
fact that, in real tracking condition, on the one hand, the target appearance will take
global variance influenced by environmental changes; on the other hand, it will show local
distortion or warping. That is to say, in order to provide a robust representation to target
variable appearance, both the global and local features should be extracted.

Since 2013, many researchers have focused on deep learning based visual model. Con-
sidering both the foreground and background information, these tracking methods have
excellent tracking results in many tracking problems with complex scenes, but the main
difficulty is the lack of training data. As we all know, deep model succeeds by learn-
ing a large number of labeled training data, but target tracking provides only the first
frame of Bounding-box as training data. At present, the deep learning based method
solves the problem by on-line fine-tuning of tracking data, and the typical methods in-
clude auto-encoder [20], CNN (Convolutional Neural Network) [21-23], RTT (Recurrently
Target-Attending Tracking) [24]. The main problem facing the current methods is the
suitability of off-line pre-training for on-line tracking and the sensitivity of online updating
to fine-tuning. Basically, deep learning based visual model extracts both global and local
features and it also belongs to the discriminative model. The discriminative considers
both the foreground and background, and will show more robustness than the generative
model. Therefore, this paper will focus on the discriminative model.

Another key problem in appearance modeling is the updating. In order to keep the
visual model updating with the target variations during tracking, designing an effective
online updating scheme is a crucial point. Seldom research is made directly in model
updating. Some model employed in discriminative model based tracking method as Ad-
aboost [7], similar updating scheme is employed. Specifically, for each weak classifier,
the feature is boosted, and with the tracking going on, the classifiers are updated by
new coming samples. For many tracking algorithms like particle filter, this scheme is not
applicable.

In this work, inspired by the mechanism of human vision, we made major research
on constructing a robust and adaptive local patches based visual model. The main idea
behind the proposed model is to employ genetic algorithm to optimize a layered visual
model. We develop a hierarchical local patches based visual model, so as to adapt with
variable conditions. Moreover, the local patches are integrated in weighted sum way,
in order to model their different discriminative abilities. Specifically, the integration
parameters are looked as optimization parameters in a global optimization problem, and
resolved by GA (Genetic algorithm).

The advantages of the proposed layered visual model are three-fold.
(1) Like human vision, the proposed visual model is constructed in a hierarchical way.

Both local and global features are extracted.
(2) The hierarchical cues are weighted integrated, and are tuned with the tracking

conditions variation.
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(3) The visual model is updated in an optimization model, and the parameters are set
to be optimal at each video frame.

The rest of this paper is organized as follows. Section 2 introduces the hierarchical
patches model in particle filter framework. Section 3 presents the optimization model
and gives the definition of model evaluation. Experimental results are given in Section 4.
Finally, we conclude this work in Section 5.

2. Layered Patches Based Visual Model. For human vision, when dealing with ob-
ject tracking, the features in different scales are extracted. And with the tracking going
on, their weights take changes. In this paper, the target is represented as patches in
different scales, and assigned with updating weights.

In particle filter, target tracking is resolved as a state estimation problem in a Bayesian
framework. Given the observations of the object y1:t = [y1, y2, . . . , yt] up to time t, the des-
tination of particle filter based tracking is to estimate the posterior distribution p(xt|y1:t)
of target. In Bayesian point of view, it is resolved as:

p(xt|y1:t) ∝ p(yt|xt)

∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (1)

where p(xt|xt−1) is the dynamic model, p(yt|xt) is the observation model, and p(xt−1|y1:t−1)
is the prior distribution. Usually, the posterior distribution is difficult to be obtained, and
it is resolved by Monte Carlo sampling in particle filter. p(xt|y1:t) is approximated by a

set of weighted samples {xi
t, w

i
t}

N
t=1, and the target state is usually determined by the

optimal or the mean of the particles.
In the hierarchical model, the target is represented in a layered patches model. In

detail, the target region is represented as a set of patches with different sizes. In the first
level, the whole region is divided into patches of small size n × n. In the second level, it
is divided into 4 × 4 components; and in the third level, 2 × 2 components; finally, the
whole region is deemed as one patch. In particular, each patch in the hierarchical model,
we extract three visual features including HSV and HOG. Then, the target is observed
locally and globally, and represented by features in different scales.

Each patch leads to one particular cue in the integration model. Over all, the obser-
vation model is integrated by m cues as yt = (y1

t , y
2
t , . . . , y

m
t ), and p(yt|xt) is the joint

likelihood value of m cues.

p(yt|xt) =
m∏

i=1

p
(
yi

t|xt

)
(2)

where p(yi
t|xt) is usually calculated as a similarity measured in distance like

p
(
yi

t|xt

)
= κt

(
yi

t, Ti

)
∝ e−d2

t(yi
t,Ti)/σ2

(3)

where Ti is the template of feature i, and d2
t (yi

t, Ti) is the distance from the observation to
the template. Different cues will show variable confidence or discriminative ability with
the tracking going on. Therefore, they should be assigned with online updating weights,
so as to capture target’s variable appearance. Then, the joint likelihood value becomes:

p(yt|xt) = e
−

m∑
i=1

πi
td

2
i (yi

t,Ti)/σ2

(4)

where {πi
t}

m
i=1 is the online updated weights, and they are usually constrained by

∑m
i=1 πi =

1.

3. GA Based Online Model Optimization. The settings of integration parameter
will influence the robustness of the visual model. They are updated online for adaptive-
ness. At each video frame, there must exist a best setting. However, when the integration
cues are of large number, the large range of values causes the exact solution time consum-
ing. Therefore, an approximated optimal solution is plausible. Then, how to transform
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the weights setting problem to an optimization problem? In this section, we define the
integration parameters setting problem with the tracking confidence. Particularly, a ran-
dom samples based model is employed to define the confidence.

The samples in Monte Carlo sampling are reused in this procedure to evaluate model
confidence. On the premise that the feature with more discriminative ability possesses
more confidence, its confidence with specific parameters setting is reflected by the ob-
servation distribution of the samples. If a model with sufficient discriminative ability is
employed, the observed values of these samples will show an approximate unimodal dis-
tribution like a Gaussian distribution. Specifically, the samples lying in the target and the
backgrounds regions should be easily departed from each other, in another word, of large
margin between the two classes. Our goal is not to optimize the classification margin, but
to optimize the best positive and negative samples set.

3.1. Optimization model definition. For a given integration parameters (here, the cue
weights) setting, rank the samples by their weights, and extract two sample sets so and sb,
where so represents the top no samples with higher weights, and sb represents nb samples
with lower weights. These two sets are representative for the target and background
samples.

To find the optimal integration parameters setting is to resolve the following optimiza-
tion problem:

min f(πt) =
(
σo

t σ
b
t

)
/(mtdt)

s.t.
m∑

i=1

πi = 1
(5)

where σo
t and σb

t are defined as σo
t = 1

no

∑no

i=1

∣∣xi
t − µo

t

∣∣ and σb
t = 1

nb

∑nb

i=1

∣∣xi
t − µb

t

∣∣, and

represent the within class distances. mt = 1
nb

∑nb

i=1

∣∣xi
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∣∣ and dt =
∣∣ 1
no

∑no
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1
nb

∑nb
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t

∣∣ represent the inter-class distances.

3.2. Biological evolutionary algorithm based integration parameters optimiza-
tion. For the above optimization problem, when the problem scale is small, it is easy
to calculate an exact solution. For the presented layered visual model, the exact solu-
tion is time consuming, because examining all possible solutions of a specific problem is
virtually infeasible. Therefore, biological evolutionary algorithm is optional for this prob-
lem. Specifically, GA is employed in this paper to approximate the optimal solution. GA
is a search procedure within a problem’s solution domain, and it offers an optimization
heuristic inspired by biological natural selection.

In GA terms, a solution to the problem is represented as an individual “organism” of a
large population. Essentially, a GA attempts to reach an optimal solution by mimicking
the processes of natural selection and evolution. In each iteration, the entire population
is replaced by the many offspring created by the crossover operation. GA starts from
a fixed-size population of randomly generated solutions. In each iteration, the entire
population is evaluated using the fitness function defined as Formulation (5). The suc-
cessful performance of a GA depends mainly on the appropriate choice of chromosome
representation, crossover operator, and fitness function. The chromosome representation
and crossover operator should yield an enhanced solution by merging two “promising”
chromosomes that are passed on to the next generation.

4. Experiments and Analysis. The proposed method is tested on the PAMI 2016 vi-
sual tracker benchmark [25], and ten challenging videos are chosen for further analysis.
And the challenges are classified into two groups including occlusion, and complex back-
grounds. For illustration, two types of observation models are employed, three-cues and
49-cues (a pyramid model like [26]). Specifically, the observation model including three
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cues (HSV, HOG, and LBP) is employed to demonstrate the approximation ability of GA
to accurate solution in optimizing weights. And the observation model employing 49 cues
is employed to demonstrate the effectiveness of our method in real applications. And in
our experiments, the parameters of GA are set as follows: the population number is 100,
the cross rate is 0.8, the mutation rate is 0.4, and the mutation factor is set to be 0.01.

4.1. Occlusion. Occlusion is a challenging problem for visual tracking because the severe
appearance changes. The proposed method provides a solution to this problem by an
adaptive and optimized visual model.

For the situation of occlusion, two videos “faceocc1” and “faceocc2” are employed for
test. In the two videos, a woman face is occluded by a book in different directions, and
during the occlusion, the appearance of the target and background will take great changes.
The quantized evaluation of tracking results is shown in Figure 1. Over the sequence, the
face is occluded totally or partially for many times. The proposed methods employing 3-
cues and 49-cues are able to handle such a situation. In comparison, the optimized model
overwhelms the fixed model and the adaptive model without optimization. When the oc-
clusions happen, it challenges the observation model, which is important in discriminating
the target from background. The success of the proposed method lies in the optimized
observation model to some extent. In this model, it tries to find a best description of the
target appearance. The success also can be seen from the tracking results of Figure 2.

(a)

(b)

Figure 1. The ACLE and AOR curves of test on video “faceocc2”. (a)
and (b) are the curves tested on 3-cues and 49-cues integration model,
respectively. The ACLE values are the smaller the better, and the AOR
values are the larger the better.

4.2. Complex background. For visual problem, the objects beside of the target are
the backgrounds. Various challenges come from the background, such as illumination
variation, similar objects, and blurred scene. In order to deal with this kind of situation,
the proposed visual model built the visual model based on the analysis of both the target
and its background. By this way, the discriminative ability of the built visual model will
be better.
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(a) (b)

(c) (d)

Figure 2. Tracking results of videos (a) “faceocc1” (frames #103, #180,
#245, #306, #457, #556, #62, #703, #874), (b) “faceocc2” (frame #171,
#265, #335, #390, #466, #492, #613, #700, #800), (c) “suv” and (d)
“girl” (frames #29, #121, #288, #315, #326, #375, #429, #439, #501)

The complex background situation is tested on two challenging videos “suv” and “girl”.
For the video “suv”, a car is moving on a road, and over the sequence, there are similar
cars passing and trees occlusion. For the video “girl”, a target girl is moving with rotation,
occlusion, and illumination changes. In handling such cases, our method realizes robust
tracking by constructing a robust appearance model. The tracking results are shown in
Figure 2. As can be seen from these tracking results, our method realizes stable tracking
in the challenges as blurred scene and similar objects. The success relies on the optimized
visual model.

5. Conclusions. This paper proposed to resolve the challenges in visual tracking by
constructing a robust visual model. The main task of this paper is employing genetic
algorithm to optimize the integration model, specifically, the integration weights of all
the cues. By defining the fitness function, the visual model is optimized to be adaptive
with the tracking condition changes. The robustness and effectiveness are demonstrated
by the test on benchmark videos. The selection of cues with best discriminate ability may
be a main direction of this work.
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