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ABSTRACT. Tag recommendation is widely used in various applications, such as movies
websites, and electronic business websites. In this paper, we propose a new tag recommen-
dation method based on user clustering with tensor factorization to further improve the
quality of tag recommendation. In the method, we firstly cluster some users who have im-
portant influence on items, then calculate the comprehensive weights by the relationship
among users, items, tags and the items’ rating. At last, we conduct tensor factorization
on a tensor constructed by using user clusters, and their tags and items. In contrast to
traditional tensor factorization methods like Higher Order Singular Value Decomposition
(HOSVD) and 0/1 Scheme, we empirically show that our proposed method outperforms
the compared tag recommendation methods.
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1. Introduction. In general, tag recommendation means that different users can employ
different tags, e.g., a list of words, to annotate an item (e.g., website and movie), then
recommends the appropriate items to users by predicting the user’s behavior in future
according to their past tagging behavior. For example, if two different users have already
marked the same item, they trend to use the same tag to annotate another item in the
future.

Nowadays, some tag recommendation methods rank tags effectively by means of ten-
sor factorization techniques. Higher Order Singular Value Decomposition (HOSVD) [1],
Ranking Tensor Factorization (RTF) [2] and Multiverse [3] are based on the Tucker de-
composition model. RTF was shown to result in a good predictor quality. Rendle et al. [2]
introduced two different tensor data interpretations: the 0/1 interpretation scheme and
post-based ranking interpretation scheme. Yang [4] presented a weighting data interpre-
tation scheme for ternary relations of users, items and tags. In this paper, we propose a
new method which calculates the comprehensive weight by the relationship among users,
items, tags and items’ rating. Our experimental results show that our proposed model is
superior to other compared methods.

The contributions of our work are summarized as follows. First, three different inter-
pretation schemes of tensor data are generalized. Second, a weighting method is proposed
to consider four important factors which are user, item, tag and rating. Third, compared
to other traditional methods, the experimental results demonstrate that our method out-
performs other methods in real data sets.

2. Related Work. There are a lot of previous works on tag recommendation. A work by

Krestel et al. [5] proposed an approach based on the Latent Dirichlet Allocation (LDA).
For a document, the top terms which constitute latent topics are recommended to the
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users; in this way, the terms in the same topic have the opportunity to be presented in
other documents. However, the system is impersonalized.

The clustering methods are also applied in the literature of recommender systems. In [6],
authors incorporated social tags into two clustering methods: K-Means and a generative
clustering method based on LDA. Although their work demonstrated the value of tags
as an additional information source for clustering, there was a lack of user dimension in
their clustering models, which led to a slightly lower F1 score.

Factorization models for tensors are studied in several fields for many years [7-9].
Kolda and Bader [10] described two different tensor factorization methods of CANDE-
COMP/PARAFAC and Tucker decomposition. Frolov and Oseledets [11] introduced the
applications of tensors in social tagging systems and various related algorithms for tensor
decomposition.

3. Tag Recommendation. The task of the tag recommendation provides users with a
personalized list of tags for specific items. For example, when an audience (user) wants to
tag a movie (item), the movie site should recommend audience a list of keywords that he
or she wants. The list of recommended tags can be learned from the annotating behavior
of the past of this user for other tags and the annotating behavior of other users for both
this and other tags.

3.1. Formalization. Assuming that U, I and T are the collection of all users, the set of
all items /resources and the set of all tags, respectively. The historical tagging information
is given by A C U x I x T'. As this is a ternary relation over categorical variables, it can
be seen as a three-dimensional tensor where the triples in A are the positive observations
in the past [8]. The ternary relation (u,i,t) € A would mean that user v employs item
i and utilizes tag t to mark the item 4. In this paper, combinations (u,i), (u,t), (i,t)
are defined as sets of Ps, Qg, Rg respectively: Ps := {(u,7)|3t € T : (u,i,t) € A},
Qs = {(u,t)|Fi € I : (u,i,t) € A} and Rg := {(i,t)|Fu € U : (u,i,t) € A}. Here, P,
Qs, Rs can be viewed as two-dimensional projections of A on the user/item, user/tag
and item/tag dimensions respectively.

3.2. Interpretation of the data. Tensor data can be represented in different ways,
and each representation can lead to different recommendation algorithms. The following
is mainly about three forms of presentation as an introduction.

3.2.1. 0/1 interpretation scheme. The set of triples in Y can be expressed as a third-order
tensor. Symeonidis [1] proposed to interpret Y as a sparse tensor in which 1 indicates
positive feedback and 0 missing values (see Figure 1), the training data Y1 is defined as:

o _ 1, (u,i,t)e A
wht 0, else '

The 0/1 interpretation scheme [2] has expressed semantic inaccuracies as well as low
precision defects.

3.2.2. Post-based ranking interpretation scheme. Rendle et al. [2], distinguish between
positive/negative examples and missing values in order to learn personalized ranking of
tags. The idea is that positive and negative examples are only generated from the observed
tag distribution. The observed tag assignments are interpreted as positive feedback, while
unmarked tag assignments of marked resources are negative evidence. All other entries
are assumed to be missing values (see Figure 2).
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FIGURE 1. 0/1 interpretation:

Positive examples are encoded as 1 and the

rest as 0.
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F1GURE 2. The labeled resource is positive feedback,
mark is negative feedback.
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Fi1GURE 3. Each ternary relationship corresponds to a total weight, while
unmarked items mean zero.

3.2.3. Comprehensive weight interpretation scheme. The relationship of the triple is ex-
pressed as a comprehensive weight which takes account of the weight relations on each
dimension to obtain the total weight wy,;, ; of the ternary tuple of a “user-item-tag”
(see Figure 3). The weight refers to the user j utilizing the tag [ to mark the item k to

represent the user’s preference for the item.
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4. Methodology. Firstly, we describe the tensor factor decomposition model. Then,
we explain how to calculate the method of constructing the comprehensive weight of the
tensor in detail. However, before calculating the overall weight of the user cluster, the user
needs to be clustered to reconstruct the tensor. In general, the user’s degree of activity
to distinguish the user’s category can be divided into active users, ordinary users and
inactive users. This paper clusters based on the similarity between the ordinary user and
the active user and then recommends to the ordinary user. The calculation method will
be analyzed in the following specific way.

4.1. Tensor factorization model. In this paper, the method of tensor decomposition is
mainly Tucker decomposition, which is a form of high-order principal component analysis.
It breaks a tensor into a core tensor multiplied by a matrix on each mode. As shown in
Figure 4 for a ternary relation tensor, it is decomposed into three low rank matrices and
a core tensor, which represents the interaction on each dimension and retains the main
information of the original tensor and has certain stability.

N.xD
NnXNiXNf %
N, xD
= U S T

> >
N

N, xD

F1GURE 4. Tucker decomposition of a three-way array

The factorization of A is expressed as: A:=5 Xy U X I X4 T. Here, U e PNuxD,
I € PN*DP and T € PN*P are low-rank feature matrices representing an entity [11], i.e.,
user, item, and tags. N,, N; and N, are the dimensions of the low-rank approximation and
S e pPxPxD g the core tensor which represents interactions between the latent factors.
The symbol x; denotes the --mode multiplication between a tensor and a matrix. Rendle

et al. [2] denote the model parameters by the quadruple 6 = (5’, U ,f ,T). After the
feature matrices and the core tensor are learned, predictions can be done as follows:

au,z’,t:E E E Saii Uug 17 g (1)
@ i i

where indices over the feature dimension of a feature matrix are marked with a tilde, and
elements of a feature matrix are marked with a hat (e.g., @,,3). The predicted values of
tensors can be derived from Formula (1), and the Top-N personalized recommendation
list is generated [8]:

Top(u,i, N) = arg]}fnax Quy it (2)
teT

4.2. Calculation method of comprehensive weight.

4.2.1. User clustering. This article will be divided into three categories of users: active
users, ordinary users, inactive users. Active users are the most representative users who
employ a lot of items and evaluate the use of more labels on the item, naturally they are
of great importance, so their weight will be greater. On the contrary, the weight of the
inactive user will be very small. Ordinary users refer to users in addition to active users
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and inactive users, accounting for the vast majority of users in the collection, but also the
main recommendation of the object.

In order to improve the accuracy of recommendation, the “user-item-tag” ternary of
similar users with common interest is divided into the same small data set.

First, the importance of the items is calculated using by users. Its importance w; is
proportional to the number of users employing the item. Similarly, the importance of a
tag is proportional to the number of users using the tag, defined as w;. Their importance
can be calculated as follows:

> uk >k
_ (uk,in)€EPs _ (utr)€Qs
Wy, = T, Wy, = T (3)
Since the number of items used by the user is too large which makes the weight get
too heavy, it is necessary to set a parameter p; to make the total weight w,, less than or

equal to 1. Similarly, the weight w,, of the tag is calculated as follows:

wui = pl * Z wik? wut - pt * Z wtk' (4>

(uk,ix)EPs (up,tr)€Qs

The user’s weights are calculated by w,, and w,,. The weight between the user and the
item is more important than the weight between the user and the tag, so the parameter
a will be relatively large, but between 0 and 1:

Wy = a*xwy,, + (1 —a)w,, (ae(0,1)). (5)

The weights w, of all users are sorted first, and then the first NV users are selected as
active user sets. The users at the bottom are inactive user sets, and the last remaining
users as the ordinary user collection.

This algorithm computes the similarity between ordinary users and active users to
cluster. The similarity computation is similar to the user-based collaborative filtering
algorithm, which uses cosine similarity method. It chooses the set of items employed by
active users u, and ordinary users u, as vectors of the m-dimension, whose vector value
is the number of times the global item is used by the user. The similarity calculation
method is as follows:

> timesy, ;, - times,, i,

S (g, uy) = cos(Uy, - U,) = a " Uo — ik € (Tua NMuo)
o o it > i >, times; >, times) ;
ik €(Tug M ug) N ikeuanlu,) ’

(6)
The results of similarity are sorted, and a plurality of clustering sets are obtained by
iterating and clustering the active users and the users with high similarity.

4.2.2. Calculate the weights of ternary tuples. The user weights have been computed in
the previous section. In order to obtain the three-dimensional tensor of the comprehensive
weight, it is necessary to find the weight of the item and the tag. The weight calculation
method of the item is a little different from the calculation method of the user’s weight.
There are a difference between the weight calculation method of the items and the users’
weight calculation method. It not only needs the user’s weight of the item and the weight
of the tag on the item, but also the user’s score on the item.

The user’s weighting w;, ,, of the item is calculated by averaging the weights of all the
users who have used the item. The weight w;, ; of the tag to the item is calculated based
on the number of tags to mark the item and the proportion of the total tag that marks
the item. The score s;, ,, of the item is averaged according to the rating given by the user
using the item. Similarly, the weight of the item i; is determined by setting the different
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parameters \; to combine the user and the tag weights in the item, and the user’s rating
on the item. The formula is shown in Equations (7) and (8):

Z Wy, Z tl Z Us

we . — (u,ik)EPs W, — (ir,t1)€Rs s _ (inus)€Ps (7)
e — 117 1 ikt — = o tk,Us 17 |
wik = )\1 . wik,u + )\2 . wik’t + )\3 . Sik,us ()\z € (0, 1)) (8)

Since the weight of the tag is taken into account in the calculation of the weight of the
user and the weight of the item in the preceding paragraph, the weighting of the tag will
ignore the influence of the user and the item. The weight of the tag is calculated by the
number of occurrences of the tag ¢, in the ternary tuple and the maximum number of

occurrences of the tag used:
Uk
(ukintr) €A

wtk =

9
max(t) )
According to the users’ weight w,, the items’ weight w; and the tags’ weight w,, different
parameters j; are set up to obtain the formula of the comprehensive weight:
w’u,j,ik,tl = /’l’l : wu]' + ILL2 ' wik + /’L3 ' wtl (lul E [07 ]']) (10)
5. Experimental Results and Analysis.

5.1. Datasets. In this paper, MovieLens data sets are used to preprocess, and finally
163295 records are obtained. The statistic description of these datasets is shown in Table
1. It contains 500 users, 9289 movies, 1128 tags, and the score range of 0.5-5, the score
interval is 0.5. According to the user cluster, 500 users were divided into six categories,
and two types of data are selected to compare experiment.

TABLE 1. Datasets description

Dataset | User | Item Tag Total
clusterl 100 5196 | 1123 | 59524
cluster2 84 4002 | 1108 | 28338

5.2. Evaluation methodology. This paper uses common evaluation protocols to eval-
uate tag recommendation. The method extracts parts of the items randomly from each
user in the data set as the test set S;.s; and the rest as the training set Sj.qn. This article
measures the recall and accuracy of each Top-1 to Top-30 list and the F1-measures of the
average recall and precision for each Top-i:

| Top(u, i, N) N {t|(u,i,t) € Stest }

Precision(Siest, N) = avg (11)
(u,i)GStesz N
T 1, N) N {t ), T Stes
Recall(Spoar, N) = avg LR L V) O, 0,1) € Siest}| (12)
(u,i)EStest {t|(u7 Zat) € Stest}

2 - Precision(Sest, N) - Recall(Syest, N)
Precision(Siest, N) + Recall(Sies, N)

In this paper, the precision values and the Fl-measures on the Top-/N list are chosen
as the primary quality measure in order to compare the results directly with the measure
work. For two sets of clustering data, we use (ky, k;, k) = (8,8,8) dimensions for tensor
decomposition. For HOSVD, 0/1 Scheme and LORTF, we use the same data set and
split method, and use the dimensions of (8,8, 8). This paper also takes the users’ rating,
the user, the item and the tag into a four-dimensional tensor which is named 4-D as a
contrast experiment.

F1(Sjest, N) = (13)
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5.3. Experimental results and analysis. In the following, we used two clusters of
experimental training data to compare multiple algorithms. In Figure 5, the state-of-the-
art models HOSVD, 0/1 Scheme, LORTF and 4-D are compared to our model. Compared
with the results of two sets of training data, it is obvious that the accuracy of the algorithm
is better than other algorithms. The reason may be that the algorithm takes account of
the four important factors that lead to an effective improvement in accuracy. As the
predicted Top-N increases, the accuracy of prediction is smaller. In addition, since the
sparseness of clusterl is smaller than that of cluster2, the accuracy of 5(a) is slightly
better than that of 5(b).

Figure 6 shows an F-Scores comparison of the state-of-the-art models HOSVD, 0/1
Scheme, LORTF and Four-dimensional tensor to our model. The F-Scores of this algo-
rithm are significantly higher than those of other algorithms, but the overall F-Scores are
small, which is due to the fact that the data set is too sparse.
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FIGURE 5. The precision of the Top-1 to Top-15 lists on two datasets in
which (a) is the precision of clusterl, and (b) is the precision of cluster2
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FIGURE 6. The Fl-measure of the Top-1 to Top-15 lists on two datasets in
which (a) is the F-measure of clusterl, and (b) is the F-measure of cluster2

6. Conclusion and Future Works. In the paper, three different tensor data represen-
tations are surveyed, including 0/1 interpretation scheme, post-based ranking interpreta-
tion scheme, and comprehensive weight interpretation scheme. Then, we cluster the user’s
weights and put forward a combination of users, items, tags, scores of the comprehen-
sive weight of the calculation method. This paper reveals our approach evaluation result
compared with the state-of-the-art modes HOSVD, LORTF and other methods, and the
results demonstrate that our method is better than other methods.

For future work, we plan to study from two aspects. On the one hand, some parameters
can be improved in the calculation of the weighting method or combined with some
important influencing factors. On the other hand, we plan to find a better way to cope
with the sparseness of data to improve the speed of operation and the accuracy of the
prediction.
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